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RESUMO

A Quarta Revolucao Industrial, também chamada de Industria 4.0, vem alavan-
cando varios campos da computacao nos dias de hoje. A Industria 4.0 compreende
tarefas automatizadas na industria manufatureira, que geram grandes quantidades de
dados obtidos por meio de sensores. Esses dados contribuem para a interpretacédo
das operacgdes industriais em prol de tomadas de decisdo gerenciais e técnicas. A
Ciéncia de Dados suporta essa interpretacao devido a significativos avancos tecno-
l6gicos, particularmente métodos de processamento de dados e ferramentas de soft-
ware. Nesse sentido, essa tese apresenta um modelo intitulado Odisseu que tem o
foco no suporte ao desenvolvimento de servigos inteligentes voltados para a Indus-
tria 4.0, usando histéricos de contextos, que representam dados de uma determinada
entidade ao longo de um certo periodo de tempo. O modelo propde uma ontologia
qgue atua como elo entre métodos de ciéncia de dados e servigos inteligentes. Em
comparacao a outros modelos, o Odisseu busca suprir uma lacuna que envolve o
acompanhamento dos dados desde a entrada até o armazenamento em formato de
historicos de contextos, além de propor uma ontologia € um modelo para suporte ge-
nérico a servicos inteligentes na industria. Para avaliagdo do modelo sao propostos
dois servigos inteligentes, sendo o primeiro voltado para a localizagao de pessoas em
uma industria e 0 segundo com o objetivo de estimar o bem-estar subjetivo dos fun-
cionarios. Os servicos usaram dados de beacons médveis e fixos, sinais vitais como
pulso de volume sanguineo e atividade eletrodérmica, além de dados originados por
questdes de autorrelato voltadas para o bem-estar. O servigo de localizacéo alcan-
cou 100% de acuracia tanto com o algoritmo Random Forest quanto com o algoritmo
Multilayer Perceptron. O servico de bem-estar atingiu o melhor desempenho com o
algoritmo Random Forest, chegando a 74% de acuracia.

Palavras-chave: Industria 4.0. Histéricos de Contextos. Ciéncia de Dados. Aprendi-
zado de Maquina. Servicos Inteligentes. Ontologia.



ABSTRACT

The Fourth Industrial Revolution, also called Industry 4.0, has been leveraging
many fields of computing today. Industry 4.0 comprises automated tasks in the man-
ufacturing industry that generate large amounts of data obtained through sensors.
These data contribute to the interpretation of industrial operations in favor of man-
agerial and technical decision-making. Data Science supports this interpretation due
to significant technological advances, particularly data processing methods and soft-
ware tools. In this sense, this thesis presents a model entitled Odisseu that focuses
on supporting the development of intelligent services aimed at Industry 4.0, using con-
text histories, which represent data from a given entity over a certain period of time.
The model proposes an ontology that acts as a link between data science methods
and smart services. Compared to other models, Odisseu seeks to fill a gap that in-
volves monitoring data from input to storage in context histories format, in addition to
proposing an ontology and a model for generic support to intelligent services in the
industry. To evaluate the model, two intelligent services are proposed, the first aimed
at locating people in an industry and the second aiming to estimate the subjective well-
being of employees. The services used data from mobile and fixed beacons, vital signs
such as blood volume pulse and electrodermal activity, as well as data from self-report
questions focused on well-being. The location service achieved 100% accuracy with
both the Random Forest and Multilayer Perceptron algorithms. The well-being ser-
vice achieved the best performance with the Random Forest algorithm, reaching 74%
accuracy.

Keywords: Industry 4.0. Context Histories. Data Science. Machine Learning. Intelli-
gent Services. Ontology.
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1 INTRODUGCAO

Uma das formas de melhor entender a civilizacao atual € por meio da linha do
tempo da revolugao industrial. A primeira fase desse movimento teve inicio no final do
século XVIIl, com base na evolugao dos equipamentos mecéanicos de fabricacdo e no
surgimento das maquinas a vapor. Entdo, no inicio do século 20, a possibilidade de
implantar a produgcdo em larga escala baseada na divisdo de tarefas deu inicio a se-
gunda fase da revolucao industrial com o advento da eletricidade. Posteriormente, no
inicio dos anos 70, o uso da eletrdnica associada a tecnologia da informacgao possibi-
litou a automacao dos processos de manufatura, estabelecendo a terceira fase desse
movimento (KAGERMANN; WAHLSTER; HELBIG, 2013). Atualmente, 0 mundo vive
a chamada nova onda da revolucéao industrial que comegou na Europa e se espalhou
pelo resto do mundo. A quarta fase dessa revolugédo, também chamada de Indus-
tria 4.0, emprega avancos tecnoldgicos e conceitos como Internet das Coisas (loT) e
Sistemas Ciber-Fisicos (CPS) para auxiliar no desenvolvimento de fabricas inteligen-
tes (LIAO et al., 2017).

Figura 1 — As quatro fases da revolugéo industrial.

Atualmente:
= Internet das Coisas
- Sistemas Ciber-fisicos
- Inteligéncia Artificial
Inicio da década de 1970:
= Eletronicos
- Tecnologia da Informacao

Inicio do século 20:
- Producdo em massa
- Energia elétrica
- Divisao de trabalho Séc. XX

Final do século 18:
- Teares mecanicos
= Maquinas a vapor Séc. XIX

Séc. XXI

Séc. XVl

Fonte: Elaborado pelo autor.

A Figura 1 mostra as quatro fases da revolucao industrial na linha do tempo, co-
mec¢ando no final do século 18, com teares mecéanicos e maquinas a vapor (12 fase).
Continuando no inicio do século 20, com o surgimento da produgdo em massa, ener-
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gia elétrica e divisao de trabalho (22 fase). Seguindo no inicio da década de 1970, com
o advento dos eletronicos e da tecnologia da informacgéo (32 fase). Atualmente com o
uso da internet das coisas, sistemas ciber-fisicos e inteligéncia artificial (42 fase).

Junto com os avangos citados, a expressédo “Ciéncia de Dados” comegou a ser
discutida pela comunidade de tecnologia da informacao na primeira década do sé-
culo XXI. Cientistas de dados sado pessoas que lidam com quantidades significativas
de dados de diferentes fontes para extrair informagdes relevantes na tomada de de-
cisdo (DAVENPORT; PATIL, 2012). Um dos principais objetivos da Ciéncia de Dados
€ prever resultados considerando o dominio de conhecimento de interesse (WALLER,;
FAWCETT, 2013). Um cientista de dados deve ter uma perspectiva de problemas de
negdcios, além do conhecimento de algoritmos de mineracéo de dados, métodos com-
putacionais e ferramentas de software para extrair conhecimento e insights de grandes
conjuntos de dados (PROVOST; FAWCETT, 2013; IGUAL; SEGUI, 2017; NASUTION;
SITOMPUL; NABABAN, 2020).

Frequentemente, esses conjuntos de dados organizam observagdes em alta di-
mensionalidade com varios tipos, formatos e tamanhos de dados. Nesse sentido, uma
das formas mais frequentes de lidar com essas informacdes é no dominio do tempo.
As observagdes amostradas no dominio do tempo constituem uma sequéncia de in-
formagdes denominada de série temporal (TORRES et al., 2021). As séries temporais
podem receber diversos métodos de processamento para compreender a manutencao
das maquinas, o ciclo de vida da producao, os processos industriais e de negdcios
para gerar resultados valiosos para as empresas. Além disso, as séries temporais
permitem agregacao, combinacao e processamento computacional para criar niveis
de informacao mais elevados, como dados contextuais (BAVARESCO et al., 2020). O
contexto, por sua vez, apresenta uma situacao em relagcéo a individuos, aplicativos e
o ambiente circundante. Os contextos representam o tempo e o estado de algo que
pode ser objetos, maquinas, sistemas, pessoas ou grupos (DEY; ABOWD; SALBER,
2001). Historicos de contextos sao séries temporais que armazenam informacgdes de
contexto (FILIPPETTO; LIMA; BARBOSA, 2021; MARTINI et al., 2021; MACHADO
et al., 2021; ARANDA et al., 2021).

1.1 Definicao do Problema e Questao de Pesquisa

A necessidade de se estabelecer um modelo padrao voltado para a Industria 4.0
tem originado iniciativas que buscam integrar dispositivos inteligentes e componentes
ubiquos de forma a otimizar a producéo e reduzir custos, além de manter uma linha
de producgéo sustentavel e eficiente (RAJPUT; SINGH, 2020). Apesar dos esforgos
para obtencao de um modelo maduro voltado para a Industria 4.0, ainda ha uma forte
expectativa das cadeias de valores de diversos segmentos industriais para atingir a
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plena capacidade de producao (SANTOS; MARTINHO, 2019).

N&o obstante aos estudos de caso envolvendo modelos que usam aprendizado de
maquina para realizar manutengao preditiva (CANDANEDO et al., 2018), existe uma
lacuna no que tange a modelagens que tratam os dados desde a sua entrada, seja
por meio de sensores ou dispositivos méveis, até o estabelecimento de uma estrutura
de dados capaz de manter histéricos de séries temporais organizadas.

Dessa forma, a presente tese sugere a utilizagdo de dados de histéricos de con-
textos (WIEDEMANN et al., 2020; RENTZ; HECKLER; BARBOSA, 2023) gerados no
ambiente industrial para auxiliar o desenvolvimento de servicos inteligentes. Assim, o
estudo buscou resposta para a seguinte questao geral de pesquisa:

“Como seria um modelo computacional para gerenciamento de servicos inteli-
gentes em ambientes industriais baseado na andlise de histéricos de contextos?”

No ambito dessa questao, surgem questdes especificas de pesquisa focadas nas
contribuicdes cientificas:

“Como deve ser um modelo computacional para suportar de forma genérica ser-
vicos inteligentes baseados em histéricos de contextos gerados por diferentes
fontes de dados em ambientes industriais?”

“De que forma seria aplicada uma ontologia como base para um modelo compu-
tacional baseado em histéricos de contextos voltado para a Industria 4.0?”

“Como seria um servico inteligente voltado para a localiza¢ao de funcionarios em
ambientes industriais indoor com base em histéricos de contextos?”

“E possivel criar um servico inteligente baseado em histéricos de contextos para
acompanhamento do bem-estar, usando um indice que mede o bem-estar sub-
jetivo no ambiente de trabalho por meio de questdes de autorrelato e dos sinais
vitais dos funcionarios de uma industria?”

A Figura 2 mostra o foco de concentracao da pesquisa, que envolve Industria 4.0,
Servigos Inteligentes e Historicos de Contextos. A intersecdo desses conceitos da
origem ao modelo proposto, chamado de Odisseu, com a Ciéncia de Dados atuando
como elo entre os Servicos Inteligentes e os Historicos de Contextos.

1.2 Objetivos

Essa secao apresenta o objetivo geral e os objetivos especificos da tese, tendo o
modelo Odisseu como elemento central.



Figura 2 — Foco da pesquisa.
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Fonte: Elaborado pelo autor.

1.2.1  Objetivo Geral
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O objetivo geral desta tese é propor um modelo computacional para a Industria 4.0
baseado em dados provenientes de historicos de contextos, capaz de suportar servi-

¢os inteligentes.

Partindo do tema central, sdo aprofundados assuntos em areas especificas como
a aplicacao de técnicas de ciéncia de dados em conjunto com histéricos de contextos,
além da utilizagdo de uma ontologia como base para o modelo.

1.2.2 Objetivos Especificos

O trabalho busca atingir os seguintes objetivos especificos:

a) realizar um estudo sobre o estado da arte dos métodos e ferramentas de ciéncia
de dados utilizados ao longo dos anos na Industria 4.0 e a sua aplicagdo em
analises de histéricos de contextos;

b) criar um modelo para a Industria 4.0 capaz de suportar servigos inteligentes ba-
seados em técnicas de aprendizado de maquina, como redes neurais artificiais;

c) desenvolver uma ontologia capaz de representar as entidades envolvidas no mo-
delo computacional proposto, bem como o conhecimento envolvido nos fluxos de
processos até os servigos inteligentes;

d) implementar um prot6tipo funcional para avaliar o modelo, onde a partir da ana-
lise dos requisitos iniciais seja possivel interagir com uma primeira versdo do
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produto final, agregando novos requisitos ao longo do desenvolvimento;

e) validar o modelo através da criacdo de um servico inteligente focado na localiza-
cao dos funcionarios no interior de uma industria;

f) validar o modelo por meio de um servigo inteligente que estima o bem-estar
subjetivo, envolvendo tanto os dados de sinais vitais dos funcionarios de uma in-
dustria, como questdes de autorrelato voltadas para afetos positivos e negativos.

1.3 Método

A partir da definigdo de um modelo e de sua implementagdo por meio de um pro-
tétipo funcional que aplicou os conceitos de histéricos de contextos em conjunto com
servigos inteligentes, o prot6tipo foi utilizado para demonstragéo do funcionamento de
dois servicos. O primeiro servico voltado para a localizacdo de funcionarios no in-
terior de uma industria e o segundo com o objetivo de estimar o nivel de bem-estar
dos funcionarios. Para aplicacdo do método de pesquisa e avaliagcdo do modelo foram
necessarios 0s seguintes passos:

a) na primeira etapa foram realizados estudos sobre os temas basicos da pesquisa:
Industria 4.0, servicos inteligentes, histéricos de contextos, métodos de ciéncia
de dados e medi¢ao do bem-estar humano;

b) a segunda etapa envolveu a pesquisa por trabalhos relacionados a modelos
computacionais para a Industria 4.0;

C) a terceira etapa envolveu a criacdo de um modelo que suporte servigos inteli-
gentes baseados em analises de histéricos de contextos de dados gerados no
ambiente industrial, tendo uma ontologia como base de organizacao do modelo;

d) apéds a definicdo do modelo, a quarta etapa foi a implementacao de um protétipo
funcional que suporta os servicos inteligentes;

e) a partir do prot6tipo, a quinta etapa ocorreu com a aplicagéo dos servicos inte-
ligentes de localizagéo e de bem-estar em ambiente de produc¢do da industria
de semicondutores, usando dados de historicos de contextos reais gerados na
HT Micron Semicondutores S.A.;

f) a sexta etapa consistiu na analise dos resultados gerados e validagao por parte
dos gestores e funcionarios envolvidos no processo de coleta de dados e testes.
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1.4 Organizacao da Tese

Esta tese encontra-se estruturada em seis capitulos, sendo o primeiro deles a in-
troducdo. Os demais s&o descritos a seguir:

a)

Capitulo 2: Fundamentagao Teodrica - aborda os conceitos utilizados neste tra-
balho. No capitulo, sdo descritos os conceitos de servicos inteligentes, contexto
e historicos de contextos, ontologias, beacons, além dos sinais vitais utilizados
nos experimentos e a ideia de bem-estar subjetivo;

Capitulo 3: Trabalhos Relacionados - inicialmente € apresentada uma revisao
sistematica sobre os métodos e ferramentas de ciéncia de dados aplicados na
Industria 4.0, além de uma descricao dos trabalhos selecionados e uma compa-
racao dos principais pontos de cada um deles com o modelo proposto;

Capitulo 4: Modelo Odisseu - neste capitulo € descrito 0 modelo proposto e
séo definidas sua arquitetura e aspectos de implementacao, além de ser apre-
sentada uma ontologia para a Industria 4.0 e detalhada a possibilidade de sua
implementacao em diferentes segmentos industriais;

Capitulo 5: Avaliacdo e Resultados - apresenta uma avaliacdo do modelo Odis-
seu e seus resultados em formato de servigos inteligentes voltados para a lo-
calizagéo interna e o bem-estar subjetivo dos funcionarios de uma industria de
semicondutores;

Capitulo 6: Conclusdes - contém as consideragdes finais da tese, além das con-
tribuicbes apresentadas.
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2 FUNDAMENTACAO TEORICA

Este capitulo aborda os principais conceitos utilizados para a concep¢ao do mo-
delo apresentado nesta tese, intitulado Odisseu. Inicialmente sdo apresentados os
conceitos referentes a servigos inteligentes, em seguida sdo abordados os conceitos
de contexto e histdéricos de contextos. Também, sdo explicadas as funcionalidades das
ontologias, a definicao e propédsito de beacons, a funcionalidade da atividade eletro-
dérmica e do pulso de volume sanguineo, e por fim o conceito de bem-estar subjetivo.

2.1 Servicos Inteligentes

Por definicdo, um servigo inteligente € um médulo independente de software ca-
paz de gerar como saida um determinado resultado, baseado em um mecanismo de
inteligéncia do préprio modulo, ou requisitar suporte de um outro servico inteligente
para obter o resultado desejado. O mecanismo de inteligéncia pode implementar al-
goritmos de inteligéncia artificial como redes neurais artificiais, arvores de decisdo ou
maquinas de vetores de suporte (MARIN et al., 2013).

Os servigos inteligentes vém transformando a infraestrutura de cidades ao longo
do mundo, de modo a facilitar o dia a dia de seus habitantes, criando as chamadas
cidades inteligentes. Um exemplo é o sistema de transportes urbano que se beneficia
da interligacéo entre dispositivos capazes de fornecer informacdes sobre o trafego e
0s sinais de transito, além de ter a capacidade de analisar informagdes de cameras
de seguranca instaladas nas avenidas. Com base nessas informagdes, um servico
inteligente pode informar a um controlador de trafego que um congestionamento de
veiculos que esteja ocorrendo na avenida A pode ser atenuado aumentando o tempo
de parada do sinal de transito da avenida B (DOBRE; XHAFA, 2014).

A uniao de dispositivos méveis com servigcos inteligentes amplia a possibilidade de
coletar e processar dados em diversos locais ao mesmo tempo. Dispositivos méveis
com sensores embarcados e conectados a internet (loT) geram grandes quantidades
de dados que precisam ser armazenados de forma padronizada e organizada. Os
dispositivos capazes armazenar dados relativos a localizagdo e tempo, além de iden-
tificar de forma Unica um determinado provedor de informagdes, sdo referenciados
como sensiveis ao contexto (GIL et al., 2016).

2.2 Contexto e Historicos de Contextos
A ideia de contexto, de acordo com Dey, Abowd e Salber (2001), compreende a

identificacao Unica de uma informacéo de contexto, juntamente com o local de ocor-
réncia, 0 momento no tempo em que ocorreu, além de um status ou valor dessa in-



21

formacdo. A Figura 3 mostra um exemplo de informagédo de contexto destacada em
um retangulo amarelo (Informacao de Contexto), composto por retdngulos vermelhos
menores com a identidade da informacéao (Identidade), o local (Localizacao), o tempo
(Tempo) e o valor da informacao (Status). No exemplo, foram utilizados dados gera-
dos por sensores (Dados de Sensores) para coletar o valor da temperatura do ar, que
marcava 19.3 °C, no dia 30/03/2020 as 17:27:56, no Data Center de uma industria,
sendo que o sensor de temperatura que coletou a informacao pertence ao N6 29. Com
iss0, mesmo que haja um outro sensor de temperatura no Data Center, a informagéo
coletada pelo N6 29 naquele momento do tempo € unica.

Ainda na Figura 3, atras do retangulo amarelo que representa a informacao de con-
texto do exemplo supracitado, existe uma série de retangulos amarelos representando
outras informacdes de contexto coletadas ao longo do tempo (Histérico de Contextos).
Séries temporais contendo informagdes organizadas de contexto sdo chamadas de
historicos de contextos (ARANDA et al., 2021).

Figura 3 — Exemplo de informacéao e histérico de contextos.

6®
,0{\00.\300',_.
\é‘\é‘ 06@_-': Informag&o de Contexto Dados de Sensores
o
il Identidade % Node29-Temperature
Localizacao <[ Data Center
Tempo <[ 2020-03-30 17:27:56
Status <{ 19.3°C

Fonte: Elaborado pelo autor.

2.3 Ontologias

O uso de ontologias para compartilhar o entendimento sobre dominios é uma pra-
tica comum na gestao do conhecimento. Entidades, instancias, relacées, funcoes e
axiomas compdéem um dominio. O compartilhamento de conhecimento, as inferén-
cias logicas e a reutilizacdo de conhecimento sao algumas razbes para desenvolver
modelos de contexto baseados em ontologia. A linguagem OWL (Web Ontology Lan-
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guage) € uma opgao para desenhar e gerenciar ontologias amplamente utilizada neste
contexto (WANG et al., 2004).

O W3C (World Wide Web Consortium) prop0ds a linguagem OWL para estender as
limitacdes do framework RDF (Resource Description Framework), também usado para
representar ontologias. A linguagem OWL possui trés sub-linguagens distintas: OWL
Full, OWL DL e OWL Lite. Todas as sub-linguagens usam a mesma sintaxe XML do
framework RDF (ANTONIOU; HARMELEN, 2004).

Giustozzi, Saunier e Zanni-Merk (2018) trabalharam em uma proposta baseada
em ontologia para modelagem de contexto na Industria 4.0, composta por ontologias
centrais e ontologias de dominio. As ontologias centrais sdo a ontologia de sensor
(rede de sensores semanticos), a ontologia de localizacao (lugar fisico espacial) e a
ontologia de tempo (hora atual e carimbos de data / hora). Ontologias de dominio s&o
ontologia de recursos (entidades humanas e objetos fisicos), ontologia de situacao
(estado abstrato) e ontologia de processo (tarefas executadas por um recurso).

2.4 Beacons

Beacons sao dispositivos que emitem ondas de radio para verificar a proximidade
de seu portador em relagdo a um determinado ponto de referéncia. Podem ser usados
para localizar pessoas em ambientes indoor, onde muitas vezes a capacidade de uso
do GPS (Sistema de Posicionamento Global) é limitada (NEWMAN, 2014).

Para a utilizacdo de Beacons como ferramenta de localiza¢do de pessoas em am-
bientes indoor, é necessario que o local esteja equipado com um numero adequado
de emissores de radio capazes de indicar a posicao de um determinado individuo com
precisdo. A indicacao da posicao de cada individuo € obtida por meio de um conjunto
de valores de RSSI (Received Signal Strength Indicator), que é o indicador de potén-
cia do sinal recebido de cada um dos transmissores. O RSSI é um indicador numérico
medido em dBm (decibel miliwatt) e varia de acordo com a distancia da posicao de re-
cepcgao até o local de emissao do sinal de radio. Uma das técnicas de disposi¢cao dos
dispositivos emissores é ter um equipamento posicionado no centro do ambiente e os
outros nas extremidades, preferencialmente usando o teto para fixagdo com o obje-
tivo de atenuar interferéncias no sinal de radio ocasionadas por obstaculos presentes
no ambiente como méveis e maquinario industrial. Com os valores de RSSI gerados
pelos dispositivos de radio é possivel identificar a posicado de uma pessoa que esteja
usando um dispositivo de radio portatil. Para isso € usada uma técnica chamada de
trilateracdo que usa a distancia euclidiana entre os pontos fixos como forma de obter
a localizacdo de um ponto mével (HUH; SEQO, 2017).

Como alternativa ao método de trilateragdo e com o objetivo de localizar pessoas
de forma mais precisa em um ambiente indoor, é possivel utilizar redes neurais artifi-
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ciais capazes de aprender com base em dados. As técnicas de aprendizado profundo
(Deep Learning) sao baseadas na capacidade que os neurdnios do cérebro humano
tem de aprender, ajustando a for¢ga de suas conexdes. Para que isso ocorra em redes
neurais artificiais, sao utilizadas multiplas camadas de conexdes entre neurdnios arti-
ficiais que tém o objetivo de identificar a melhor forga de conex&o entre as camadas,
também chamada de peso (BENGIO; LECUN; HINTON, 2021).

A ideia proposta no servico de localizagdo interna desta tese é baseada na técnica
implementada por Ferreira et al. (2017), onde foi utilizada a estrutura de um prédio
comercial com trés roteadores localizados em quatro salas da edificagdo com o pro-
pésito de verificar a possibilidade do uso de Redes Neurais Convolucionais (CNN)
como instrumento de localizag&o indoor. A entrada de dados inserida na rede neural
€ um conjunto de séries temporais com a intensidade do sinal de cada um dos rotea-
dores recebido pelo alvo a ser localizado. O resultado apresentado € a sala em que o
alvo se encontra.

Usando a mesma edificagéo do trabalho supracitado, o experimento conduzido por
Carvalho et al. (2019) ampliou 0 numero de roteadores para cinco e a quantidade de
salas para sete. Foram utilizadas Redes Neurais Recorrentes (RNN) no processo de
localizagéo, incluindo as variagdes Gated Recurrent Unit (GRU) e Long Short-Term
Memory (LSTM).

2.5 Atividade Eletrodérmica e Pulso de Volume Sanguineo

A Resposta Galvanica da Pele (GSR - Galvanic Skin Response), como também é
conhecida a atividade eletrodérmica (EDA), mede continuamente a atividade elétrica
da pele sem interferéncia do controle humano consciente. Dessa forma, é possivel de-
tectar alteragbes nas emogdes que podem levar ao estresse, provocadas por reagoes
do sensor ao suor (DZEDZICKIS; KAKLAUSKAS; BUCINSKAS, 2020).

Dispositivos vestiveis como a pulseira Empatica sdo capazes de medir a atividade
eletrodérmica de seres humanos, que € controlada pelo sistema nervoso e obtida
por meio de sensores de suor (MAJUMDER; MONDAL; DEEN, 2017). A Empatica
possui também outros sensores capazes de gerar dados para estimar o estresse por
meio da pulsagéo, temperatura da pele e dados de movimentacao obtidos através de
acelerometros (SCHMIDT et al., 2018).

Além da atividade eletrodérmica, o pulso de volume sanguineo (BVP) também
pode ser utilizado para deteccdo de alteracdes emocionais como o estresse, raiva
e diversdo. Tanto EDA como BVP podem ser coletados usando abordagens néo in-
trusivas. O BVP analisa os vasos sanguineos préximos a regidao do sensor, medindo
a variacao do fluxo de sangue por meio da emissao de luz refletida na pele, de modo
gue cada pico maximo corresponde a um batimento cardiaco. A EDA indica variacdes
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elétricas na superficie da pele, ocasionadas por transpiracao, causada por glandulas
sudoriparas (ALVES et al., 2013).

2.6 Bem-Estar Subijetivo

O bem-estar subijetivo é o estudo de fatores positivos e negativos que influenciam o
pensamento das pessoas sobre a vida, incluindo reflexdes acerca da satisfacao de vi-
ver e respostas emocionais como emog¢des positivas e agradaveis, em contraste com
emocdes negativas e desagradaveis. Afetos positivos e negativos sdo relacionados
inversamente de forma moderada, porém nao necessariamente exatamente opostos.
Devido a natureza subjetiva, escalas de autorrelato constituem uma das principais for-
mas de medir o0 bem-estar subjetivo, levando em consideragéo experiéncias pessoais.
Apesar de diferentes escalas de autorrelato apresentarem convergéncia, é importante
usar métodos diversificados para predi¢cao dos valores, como relatérios de informantes
e medidas bioldgicas (DIENER; OISHI; TAY, 2018)

O estabelecimento de limites saudaveis no trabalho e na vida pessoal é competén-
cia fundamental e esta relacionado ao bem-estar. Questdes de saude mental, como
ansiedade e depressao, apresentam correlacado frequente com a falta de equilibrio
entre a vida pessoal e profissional. Ademais, problemas de saude mental que ja exis-
tiam foram exacerbados pela pandemia de COVID-19, o que aumentou a atencao da
sociedade nesse sentido (HALL, 2023).

O bem-estar dos trabalhadores estd associado a indicadores do desempenho da
organizagao, como produtividade e rotatividade voluntaria, e pode ser considerado um
indicador de ética organizacional. Estudos psicoldgicos conceituais e empiricos indi-
cam que a satisfagéo no trabalho e 0 engajamento estdo associados ao bem-estar do
trabalhador. O humor e as emocoes estao ligados ao bem-estar subjetivo e podem se
manifestar de diferentes formas, como atividade cerebral, comportamento e respostas
fisioldgicas (WIUNGAARDS et al., 2022).
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3 TRABALHOS RELACIONADOS

Para selecdo dos trabalhos relacionados foi realizada uma revisédo sistematica da
literatura sobre as pesquisas que envolvem Industria 4.0, histéricos e séries temporais
de contextos, além de métodos de ciéncia de dados que possam ser implementados
em servicos inteligentes. Revisdo sistematica € uma forma estruturada de buscar
no estado da arte tendéncias sobre o tema pesquisado. A revisdo sistematica foi
publicada como artigo no periédico Sensors (ARRUDA et al., 2023a).

A literatura apresenta revisdes sistematicas englobando o escopo semelhante ao
deste estudo. A manufatura tem recebido pesquisas para lidar com problemas de to-
mada de decisdo usando técnicas analiticas, mineracdo de dados e aprendizado de
maquina (WOLF et al., 2019). Além disso, uma revisao das ferramentas e aplicativos
de big data para manufatura apresentou componentes essenciais para criar solugoes
completas (CUI; KARA; CHAN, 2020). Ademais, estudos de caso aplicados a uma
empresa quimica apresentaram como resultado uma revisdo de mineragdao de dados
e categorias analiticas como preditiva, inquisitiva, descritiva e prescritiva, focada em
processos de manufatura (BELHADI et al., 2019). No entanto, essas revisées nao
recuperam e analisam metodos de ciéncia de dados e ferramentas de software foca-
das em aplicacOes industriais gerais. Este capitulo propde uma revisao sistematica
da literatura sobre métodos e ferramentas de ciéncia de dados empregados em distin-
tos segmentos da industria. Além disso, analisa o uso de diferentes niveis de séries
temporais e qualidade de dados em aplicacdes de ciéncia de dados. Nesse sentido,
fornece respostas a trés questdes gerais, duas especificas e duas estatisticas para
sintetizar a literatura por meio de uma taxonomia, favorecendo a representagéo dos
resultados.

O capitulo encontra-se organizado da seguinte forma. A Sec¢éo 3.1 mostra revisées
e mapeamentos no tema e como o estudo se diferencia. A Secao 3.2 explica a me-
todologia empregada na revisao sistematica. A Secao 3.3 apresenta os resultados e
as descobertas com base nas questdes de pesquisa, destacando segmentos industri-
ais, métodos de ciéncia de dados e ferramentas de software. A Secao 3.4 descreve a
taxonomia proposta para representar as descobertas cobertas pela literatura, e a Se-
cao 3.5 discute as descobertas. A Secao 3.6 aborda as limitacdes, trabalhos futuros
e conclusdes da reviséo sistematica. Finalmente, a Se¢éo 3.7 apresenta os trabalhos
selecionados e mostra um comparativo entre eles e com o modelo proposto.

3.1 Revisoes e Mapeamentos no Tema

Esta secdo analisa outras pesquisas e revisbes em comparagao com a revisao
sistematica. Nos ultimos anos, alguns autores tém revisado a literatura, visando ex-
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plorar as melhores técnicas utilizadas pelas fabricas inteligentes que correspondem
ao campo da ciéncia de dados. Isso porque a Industria 4.0 permite o emprego de
multiplos tipos de tecnologias em diferentes segmentos de produgéo.

Mazzei e Ramjattan (2022) usaram técnicas de processamento de linguagem na-
tural para revisar métodos de aprendizado de maquina usados em casos da Indus-
tria 4.0. Os autores estbeleceram questdes sobre os principais problemas da Indus-
tria 4.0, quais métodos de aprendizado de maquina foram utilizados nessas situacoes
e como as areas focaram na literatura académica e nos white papers. A revisao siste-
matica focou em duas bases de dados utilizando a técnica de modelagem de tépicos
BERTopic. Os problemas mais recorrentes diziam respeito a segurancga, producao in-
teligente, conectividade IoT, otimizagédo de servigcos, automacéao robdtica e otimizacao
logistica. As redes neurais convolucionais foram o método de aprendizado de maquina
mais frequente.

Wolf et al. (2019) estudaram a falta de ferramentas de gestao orientadas para pro-
blemas de tomada de decisdo no dominio da manufatura. O trabalho apresenta um
mapeamento sistematico que identificou sete areas de aplicacao para analise de da-
dos e contou com técnicas analiticas avancadas associadas a cada area. O mape-
amento originou uma nova ferramenta para facilitar a tomada de decisdes que iden-
tificou projetos analiticos promissores. Além disso, a ferramenta de gestdo utilizou
técnicas de mineracéo de dados e algoritmos de aprendizado de maquina.

Cui, Kara e Chan (2020) publicaram uma revisédo sistematica da literatura com o
objetivo de classificar ferramentas de big data com semelhancgas e identificar as dife-
rengas entre elas. O trabalho levou em consideracdo dados industriais, tecnologias
de big data e aplicacbes de dados em manufaturas. A estrutura conceitual da revisao
sistematica da literatura apresentou trés perspectivas: fonte de dados, ecossistema
de big data e consumidor de dados. Tipos de dados, dispositivos de origem, dindmica
de dados, formatos de dados e sistemas compuseram a perspectiva da fonte de da-
dos. A perspectiva do ecossistema de big data apresentou aspectos de dados como
armazenamento, gerenciamento de recursos, visualizagao, analise, banco de dados,
data warehouse, pesquisa, consulta, processamento, ingestao, fluxo de dados, fluxo
de trabalho e gerenciamento. Previsdo, otimizacdo, monitoramento, design, suporte a
decisao, andlise de dados, agendamento, gerenciamento de dados, simulagcéo e con-
trole de qualidade faziam parte dos componentes da perspectiva do consumidor de
dados. Quatro questdes de pesquisa apresentaram os motivadores e requisitos para
aplicacGes de big data, os componentes essenciais do ecossistema de big data, as
capacidades dos ecossistemas de big data e as dire¢des futuras das aplicacdes de
big data. Concluindo, os autores encontraram seis impulsionadores principais e nove
componentes essenciais do ecossistema de big data. O estudo ndo encontrou na
literatura nenhuma solugéo de big data pronta para uso empresarial.
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Belhadi et al. (2019) revisaram sistematicamente a literatura sobre analise de big
data em processos de fabricagédo, além de varios estudos de caso aplicados a uma
empresa quimica lider de mercado. Os trés casos fizeram parte de um projeto de
transformacao digital, sendo o primeiro caso uma implementacao de big data analytics
numa fabrica de fertilizantes, o segundo numa empresa de acido fosférico e o terceiro,
uma unidade de producéao inteligente e autocontrolada. O artigo classificou os tra-
balhos selecionados de acordo com as categorias de mineragcédo e analise de dados:
preditiva, inquisitiva, descritiva e prescritiva. Além disso, as técnicas implementadas
categorizaram os artigos em offline e online em tempo real. Além disso, o trabalho es-
tabeleceu as seguintes tendéncias de pesquisa: abordagens de mineracao de dados
em tempo real, arquitetura facilitadora de analise de big data, inteligéncia integrada
de dados humanos e analise prescritiva. Cada tendéncia de pesquisa apontou para
as questdes de pesquisa relativas a gestdo de desempenho, controle de producéo e
manutencado em processos de manufatura. Os autores perceberam que o surgimento
de tecnologias avancadas, principalmente sensores, gerou dados com ampla variabili-
dade, grande variedade, alta velocidade, intensa volatilidade, alto volume, veracidade
nao verificada e baixo valor. Além disso, o estudo propds uma estrutura de andlise
de big data no processo de fabricacédo, que apresentou os desafios do processo, as
faculdades e as capacidades da anadlise de big data. Porém, nenhum dos trabalhos
relacionados recuperou e analisou, ao mesmo tempo, métodos de ciéncia de dados e
ferramentas de software focadas em aplica¢des industriais (Tabela 1).

Tabela 1 — Trabalhos relacionados e a presenga de métodos e ferramentas de ciéncia de dados
em comparag¢ao com este trabalho.

Artigo Métodos Ferramentas
Mazzei e Ramjattan (2022) Sim Nao
Wolf et al. (2019) Néao Sim
Cui, Kara e Chan (2020) Nao Sim
Belhadi et al. (2019) Sim Nao
Este trabalho Sim Sim

Fonte: Arruda et al. (2023a).

Portanto, este capitulo identifica e organiza segmentos industriais, métodos de ci-
éncia de dados e ferramentas de software empregadas em ambientes industriais para
produzir uma taxonomia. Por sua vez, a taxonomia sintetiza a literatura favorecendo a
representacao dos achados. Para isso, o capitulo apresenta uma revisao sistematica
da literatura convergindo para trés temas principais: Industria 4.0, ciéncia de dados e
séries temporais. Esses temas sédo a base para a criacdo de questdes gerais, focadas
e estatisticas que moldam a investigacao deste trabalho. Nesse sentido, o trabalho
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investiga abordagens especificas derivadas desses temas, particularmente o uso do
contexto e a qualidade dos dados empregados nos estudos. Esses aspectos propor-
cionam uma abordagem diferencial em relacao as revisdes citadas.

3.2 Metodologia

Esta secdo apresenta os métodos de pesquisa empregados neste trabalho. A es-
trutura segue a metodologia proposta por Petersen, Vakkalanka e Kuzniarz (2015). A
figura 4 resume as etapas organizadas em quatro com trés subetapas cada. Primeira-
mente, as etapas abrangem o planejamento da pesquisa, seguido pela execucao da
revisao sistematica, analise dos dados e relato dos resultados.

Figura 4 — As quatro etapas da revisao sistematica.

Fonte: Arruda et al. (2023a).

3.2.1 Plano de Pesquisa

O planejamento da pesquisa estabelece os objetivos, define as questdes de pes-
quisa e planeja a selecdo dos estudos. As subsec¢des a seguir explicam cada etapa
detalhadamente.

3.2.1.1 Objetivos da Reviséo Sistematica

O aspecto central deste capitulo € uma revisao sistematica do estado da arte em
métodos e ferramentas de ciéncia de dados empregados na Industria 4.0. O objetivo
foi encontrar estudos que envolvessem Industria 4.0, ciéncia de dados e séries tem-
porais, para produzir insights Uteis para o campo industrial. Apds a coleta dos artigos,
0s objetivos focaram na classificacdo de cada estudo de acordo com os segmentos
industriais, métodos de ciéncia de dados e ferramentas de software. Posteriormente,
este trabalho sintetizou os resultados com gréficos, tabelas e uma taxonomia dos re-
sultados para facilitar a analise dos dados.
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3.2.1.2 Questdes de Pesquisa
As questdes de pesquisa focaram nos trés temas principais da revisao: “Industria
4.0”, “Ciéncia de Dados” e “Séries Temporais”. As sete questdes de pesquisa tiveram

a seguinte divisao: trés questdes gerais (GQ), duas questbes focadas (FQ) e duas
guestdes estatisticas (SQ), conforme apresentado na Tabela 2.

Tabela 2 — Questdes de pesquisa da revisdo sistematica.

Ref. Questoes de Pesquisa

GQ1 Quais segmentos industriais aplicaram técnicas de ciéncia de dados?

GQ2 Quais sdo os métodos de ciéncia de dados utilizados nos estudos?

GQ83 AQuais sao as ferramentas de software utilizadas nos estudos?

FQ1 Como os estudos empregam séries temporais contextuais?

FQ2 Como esta a qualidade dos dados utilizados nos estudos ao longo do tempo ?
SQ1 Em quais bases de dados os estudos estao publicados?

SQ2 Qual é o numero de publicagbes por ano?

Fonte: Arruda et al. (2023a).

A motivagao para buscar segmentos industriais envolvidos com ciéncia de dados
foi descobrir onde grandes quantidades de dados precisavam ser analisadas e mos-
trar novas oportunidades de trabalho (GQ1), os tipos de métodos utilizados para esse
fim (GQ2) e quais eram as ferramentas empregadas na industria (GQ3). Além disso,
compreender como os dados sao utilizados ao longo do tempo é fundamental para
escolher a melhor técnica a utilizar em situagdes especificas (FQ1). Também, a quali-
dade dos conjuntos de dados disponiveis é importante para analisar o desempenho de
um algoritmo em relagéo as lacunas e ao equilibrio dos dados (FQ2). Por fim, as fon-
tes (SQ1) e o numero de publicagdes ao longo do tempo (SQ2) auxiliam no processo
de pesquisa.

3.2.1.3 Selecao de Estudos

O processo de selecao dos estudos envolveu cinco bases de dados relevantes
na area de pesquisa: ACM, IEEE, Scopus, Springer e Wiley. Um estudo sobre as
questdes de pesquisa ajudou a definir a string de busca. Além disso, a utilizagdo de
sinbnimos e palavras relacionadas permitiu que a busca obtivesse resultados mais
abrangentes. A tabela 3 mostra a organizacao da string de busca considerando trés
temas.
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Tabela 3 — A string de busca da revisao sistematica.

Tema Termos de Busca

Industry 4.0  ( “industry 4.0” OR “industrie 4.0” OR “cyber physical systems”)
AND

Data Science ( “data science” OR “machine learning” OR “big data”
OR “data analytics” OR “data mining”)
AND

Time Series  ( “time series” OR “context histories” OR “contexts histories”
OR “context history” OR “trails” )

Fonte: Arruda et al. (2023a).

O refinamento da busca ocorreu por meio de seis critérios de exclusao (EC). Pri-
meiro, o processo de filtragem desconsiderou os artigos nao escritos em inglés (EC1)
e nao encontrados em periddicos, conferéncias ou workshops (EC2). Em seguida, a
analise dos titulos (EC3) e resumos (EC4) considerou apenas os trabalhos que esta-
vam de acordo com as questdes de pesquisa. Depois, a filtragem excluiu os artigos
duplicados (EC5). Por fim, o ultimo critério de filtragem (EC6) foi a abordagem de trés
passagens. Esta abordagem utiliza a andlise do titulo, resumo, introducao, titulo das
secdes e subsecgdes, conteudo matematico e conclusdes na primeira passagem. A
segunda passagem € a observacao das imagens, diagramas e ilustracdes. Por fim, a
terceira passagem pesquisa todo o texto (KESHAV, 2007).

3.2.2 Execucéao

Apoés a fase de planejamento, a execucao das etapas planejadas ocorreu de acordo
com a insergao da string de busca nas bases de dados selecionadas. Além disso, a
utilizacdo da ferramenta Zotero e de um banco de dados SQL permitiu uma melhor
organizagao dos resultados.

3.2.2.1 Aplicagdo da String de Buscas

A busca inicial nas bases de dados ocorreu sem filtros, utilizando a string de busca
proposta e organizando os dados coletados em cole¢coes nomeadas de acordo com
cada base de dados. O processo de filtragem ocorreu todo no arquivo “zotero.sqlite”,
que é o banco de dados SQL gerado pelo Zotero. As bases de dados de busca
escolhidas foram ACM, IEEE, Scopus, Springer e Wiley. A Figura 5 mostra 0 nome das
bases de dados e 0 numero de artigos recuperados na busca inicial apés a aplicacao
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de cada critério de exclusao.

Figura 5 — Resultados da busca inicial da revisdo sistematica.

(a) Initial Search (b) After EC1 and EC2 (c) After EC3
S 5513
copus ( ) EEE (83) IEEE (83) |IEEE (38)
Scopus (5124) ACM (956)

ACM (1032) P Scopus (698) ACM (106)
Wiley (225) Wiley (174) Wiley (14)

’ 'Springer (1755) ' Springer (193)

Springer (3603)
(d) After EC4 (e) After EC5 (f) After EC6
Scopus (158) Scopus (145) Scopus (74)

IEEE (8) |EEE (7)
ACM (7) ACM (a) KR 3

Springer (50) Springer (48) Springer (25)

Fonte: Arruda et al. (2023a).

3.2.2.2 Ferramenta Zotero

A utilizacdo de uma unica ferramenta de gerenciamento visa agilizar o processo de
coleta, facilitando a busca e classificagdo dos artigos. E preferivel uma ferramenta com
acesso aberto ao seu banco de dados. No inicio deste estudo, foram realizados tes-
tes com o Mendeley (https://www.mendeley.com; acessado em 22 de maio de 2023) e
Zotero (https://www.zotero .org; acessado em 22 de maio de 2023) ferramentas de ge-
renciamento de referéncias. O Zotero foi escolhido devido a necessidade de acessar
o banco de dados SQL sem restricdes, por se tratar de um banco de dados de acesso
aberto. Zotero € uma ferramenta gerenciadora de referéncias que oferece uma forma
pratica de coleta de artigos. A ferramenta organiza os resultados da pesquisa gracas
a possibilidade de utilizar um conector de navegador que agiliza o processo, ao per-
mitir a coleta de metadados de um conjunto de artigos ao invés de um por um. Além
disso, a utilizagao do plugin de navegador ZotFile (http://zotfile.com; acessado em 22
de maio de 2023) na analise individual dos artigos selecionados facilitou a extracao
das sentencas destacadas (VANHECKE, 2008).

A tabela 4 apresenta os critérios de exclusdo utilizados no processo de filtragem
com a ferramenta Zotero. Na tela principal do Zotero, 0 campo denominado “Extra”
permite ao usuario inserir informacdes adicionais sobre os trabalhos. A anexagéo do
simbolo de barra vertical (“|”) ao final do campo “Extra” criou um novo campo a ser
usado por consultas SQL chamado “Status”. Este novo campo utilizado ao longo do
processo de filtragem atribuiu um “Status” diferente a cada artigo ap6s a aplicacao
de cada critério de exclusdo. Antes da aplicacao dos critérios de exclusao, todos os
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artigos tinham o “Status” definido como vazio (“”). A utilizacdo de sentencas SQL na
base de dados Zotero proporcionou uma forma pratica de aplicar os dois primeiros
critérios de exclusao ao mesmo tempo, filtrando artigos nao escritos em inglés (EC1)
e nao encontrados em periddicos, conferéncias ou workshops (EC2). Os artigos que
atenderam a esses critérios de exclusao tiveram seu “Status” definido como “ec”, o
que significa excluidos por EC1 ou EC2. Os demais artigos com status vazio foram
filtrados pelo terceiro critério de exclusdo, a andlise do titulo (EC3). Os trabalhos
descartados tiveram seu status alterado para “ec3”, e 0s aceitos para a proxima etapa
ganharam o status “ec3_next”. O processo de filtragem continuou com os artigos com
status “ec3_next”, que tiveram seus resumos analisados no quarto critério de exclusao
(EC4), e aceitos para a proxima fase (“ec4_next ”) ou rejeitado (“ec4”). O proximo
filtro eliminou trabalhos duplicados, representando o quinto critério de exclusao (EC5),
definindo o status como “ec5” ou mantendo o artigo na fase seguinte, definindo o
status como “ec5_next”. O ultimo critério de exclusao (EC6) aplicou a abordagem de
trés passagens e alterou o status dos artigos descartados para “ec6” e dos artigos
aceitos para “final”.

Tabela 4 — Critérios de exclusdo usados na revisdo sistematica.

Abrev. Critério de Exclusao Status Excluido Proximo Critério
ECA N&o escrito em inglés “7 “ec” -
EC2 N&o encontrado em jornais, “r “ec” -

conferéncias ou workshops

ECS3 Analise de titulo “r “ecl” “‘ec3_next”
EC4 Analise do resumo “ec3_next” “ec4” “ecd next”
EC5 Artigos duplicados “‘ecd_next” “ecH” “‘ec5_next”
EC6 Abordagem de trés passagens “ec5 next” “ec6” “final”

Fonte: Arruda et al. (2023a).

3.2.2.3 Banco de Dados SQL

O banco de dados SQL permitiu uma organizacao dos dados extraidos durante o
processo. Além disso, o modelo relacional possibilitou organizar os dados coletados
ao longo do desenvolvimento da revisdo sistematica e facilitou a geracéo de graficos
e a extracao de informacdes. Nove tabelas e uma visualizacdo do banco de dados da
ferramenta Zotero compuseram o modelo. A Figura 6 representa o modelo relacional,
desenvolvido com a ferramenta QuickDBD (https://app.quickdatabasediagrams.com;
acessado em 22 de maio de 2023).
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Figura 6 — Diagrama do banco de dados criado para a revisao sistematica.

Industry
Paperindustry Tool
idindustry text
name text idPaper text idTool text
idindustry text name text
simulated  boolean PaperTool
timePeriod text
idPaper text
Question idTool text
idQuestion text
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Sysmap
Paper itemID numeric
PaperQuestion typeName text
idPaper text
collectionName text
idPaper text title text
author text
idQuestion text idZotero  numeric
year numeric
idCorpus  numeric
title text
abstract text
PaperMethod keywords text

language text
idPaper text 9uag

extra text

idMethod text Method
status text
idMethod text conferenceName  text

name text

proceedingsTitle  text

venue text

Fonte: Arruda et al. (2023a).

A tabela “Paper” possui quatro atributos, um identificador Unico do artigo (campo
“idPaper”), um campo para armazenar o titulo do trabalho (“title”), um cédigo identifica-
dor do trabalho na ferramenta Zotero (“idZotero”), e um campo com a ordem do artigo
no corpus (“idCorpus”). Esta tabela tem um relacionamento um-para-um com a visao
“Sysmap”, que representa os dados mais relevantes utilizados da base de dados do
Zotero.

O campo “itemID”, da visdo “Sysmap”, é o identificador Unico do artigo utilizado
pelo Zotero e esta relacionado ao campo “idZotero”, da tabela “Paper”. O campo “ty-
peName” representa o tipo de publicagédo (se¢éo de livro, artigo de periédico, artigo de
conferéncia, manuscrito, livro ou relatério). Este trabalho considerou apenas artigos
de periddicos, trabalhos de conferéncias e workshops, que sdo uma variante de confe-
réncias. O campo “collectionName” é o nome da cole¢ao escolhida para organizar 0s
documentos. Este trabalho utilizou os nomes das bases de busca e um identificador
representando a rodada de busca. O campo “autor” € o nome do primeiro autor. O
campo “year” é o ano de publicacao, “title” é o titulo do artigo e “abstract”, o resumo do
artigo. O campo “palavras-chave” organizou as palavras-chave do trabalho separadas
por virgula. O campo “language” é a linguagem de escrita do artigo. O campo “extra”
foi utilizado para definir um status para cada artigo usando uma barra vertical seguida
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de um cédigo. Outro atributo chamado “status” mostra o cédigo de status. Artigos de
uma conferéncia ou workshop usaram os campos “conferenceName” e “proceedings-
Title” para armazenar o nome da conferéncia ou workshop e o titulo dos anais. Por
fim, o campo “local” indica se o artigo é de peridédico, conferéncia ou workshop.

As tabelas principais “Industry”, “Question”, “Tool” e “Methods” estao relacionadas
a tabela “Paper” em um relacionamento disjunto muitos-para-muitos € em relaciona-
mento um-para-muitos com as tabelas auxiliares. A tabela “Industry” contém o cadas-
tro dos segmentos industriais utilizados na revisdo. “Question” armazena as questoes
de pesquisa do artigo. A tabela “Tool” contém as ferramentas de software utilizadas
nos artigos selecionados. A tabela “Method” tem os métodos de ciéncia de dados im-
plementados pelos trabalhos. As tabelas auxiliares “Paperindustry”, “PaperQuestions”,
“PaperTool” e “PaperMethod” possuem as chaves primarias das tabelas principais. A
tabela auxiliar “Paperindustry” possui dois campos extras. Um deles foi responsavel
por indicar quando determinado segmento industrial atuou em um ambiente simulado
(campo “simulated”) e o outro por armazenar o periodo de tempo dos dados utilizados

no trabalho (campo “timePeriod”).

3.2.3 Andlise

Os trabalhos selecionados foram investigados em busca de dados que respon-
dessem as questdes de pesquisa e classificassem cada trabalho em um segmento
especifico da industria. Além disso, a investigacao permitiu identificar os métodos de
ciéncia de dados e ferramentas de software aplicadas nos estudos. Embora alguns ar-
tigos tenham mencionado o segmento industrial, seus dados, na verdade, resultaram
de um ambiente de simulagdo. Além disso, o tempo de duragédo dos dados utilizados
nos estudos, quando disponiveis, apareceu em horas, dias, meses ou anos.

3.2.4 Relatérios

Os relatorios forneceram resultados de diferentes maneiras. A criagdo de grafi-
cos favoreceu o processo de analise fornecendo informacdes em figuras com dados
agrupados e organizados. Além disso, a criagcdo de uma taxonomia sintetizou uma
visdo geral dos resultados. Ademais, as questbes de pesquisa tiveram as respostas
discutidas o que produziu destaques da pesquisa.

3.3 Resultados

Esta secao apresenta os resultados da reviséo sistematica da literatura. A Figura 7
mostra cada etapa do processo com a quantidade de artigos de cada base de dados
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utilizada ao longo do processo. Além disso, a figura mostra a quantidade de artigos
descartados pelos critérios de excluséo.

Figura 7 — Artigos por base de dados e os critérios de exclusdo da revisao sistematica.

Initial EC1
Search EC 2 EC3 EC4 Combination EC5 EC6 Final

. . . . . . . .
1 1 1 1 1 1 1 1
1 1 1 1 1 1 1 1

ACM 1032 76 850 99 . . . :
1 1 1 1 1 1 1 1
1 1 1 1 1 1 1 [ ]
1 1 ] 1 1 1 1 [ |

IEEE 83 0 45 30 . . . .
1 1 1 1 1 1 1 1
1 1 | 1 1 1 b
1 1 1 1 1 1

Scopus 5513 389 4426 540 223 19 101 103
. . . .
1 1 1 1
Springer 3603 1848 1562 143

: : : : EC: Exclusion Criteria

Wiley 225 5 160 14
1 1 1 1
1 1 | 1

TOTAL 10456 2364 7043 826

Fonte: Arruda et al. (2023a).

Inicialmente, a busca retornou 10.456 artigos das cinco bases de dados. Com o ob-
jetivo de encontrar os primeiros anos que correspondiam a string, a busca nao utilizou
nenhum filtro além das palavras-chave presentes na string de busca, o que significa
gue nao houve corte por anos. Em seguida, os dois critérios de exclusao iniciais (EC1
e EC2) eliminaram os artigos nédo escritos em inglés e os que nao foram encontrados
em periédicos, conferéncias ou workshops (22,61%). O terceiro critério de exclusao
(EC3) retirou os artigos que nao passaram na analise do titulo (67,36%). O quarto cri-
tério de exclusdo (EC4) excluiu artigos de acordo com a analise do resumo (7,90%). A
combinacédo dos demais artigos resultou em 223 trabalhos, representando 2,14% da
busca inicial. O quinto critério de exclusao (EC5) removeu 19 estudos duplicados. Por
fim, o sexto critério de exclusdo (EC6) excluiu 101 artigos que utilizaram a abordagem
de trés passagens, restando 103 trabalhos no corpus, o que correspondeu a 0,99%
da busca inicial. A Tabela 19, do Apéndice A, apresenta os artigos selecionados e os
cédigos de identificacdo do corpus.

A etapa seguinte consistiu na analise minuciosa do corpus visando responder cada
questao de pesquisa, apresentando os resultados com graficos e tabelas. O restante
desta secdo apresenta as questées de pesquisa e respectivas respostas.
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3.3.1  GQ1. Quais segmentos industriais aplicaram técnicas de ciéncia de dados?

Visando padronizar os segmentos industriais presentes no corpus, esses resulta-
dos consideraram a classificagao proposta pela Organizacao Internacional do Traba-
lho (https://www.ilo.org; acessado em 22 de maio de 2023), uma agéncia das Nagdes
Unidas. Essa classificacao apresenta 22 segmentos industriais, dos quais 15 estédo
no corpus. A tabela 5 apresenta os segmentos industriais e o codigo de identificacéo
do corpus de cada artigo, além de um segmento extra para artigos com segmentos
enquadrados no segmento de uso geral.

Tabela 5 — Segmentos industriais presentes na revisao sistematica.

Segmento Industrial ID no Corpus

Agricultura, plantagdes, outros setores rurais 35, 59

Produgao de metais basicos 13, 14,19, 25, 50, 66, 103

IndUstrias quimicas 89

Construgao 86

Comida, bebida, tabaco 22, 46, 88

Silvicultura, madeira, celulose e papel 53

Servigos de salde 9,18, 49, 58

Engenharia mecanica e elétrica 4,11,12, 16, 20, 26, 45, 52, 56, 61, 62, 72, 76, 78, 79, 80, 82, 87, 90, 102
Midia, cultura, grafica 100

Mineragao (carvéo, outras mineragdes) 23, 54,70, 91

Produgao de petroleo e gés; Refinaria de oléo 3, 15, 27, 74, 75, 81

Servigos postais e de telecomunicagdes 63, 85

Téxteis, vestuario, couro, calgado 48, 51

Fabricagéo de equipamentos de transporte 5, 6, 10, 31, 34, 40, 41, 44, 55, 57, 60, 68, 84, 92, 98, 101

Utilidades (agua, gés, eletricidade) 8, 28, 33, 39, 41, 47, 71, 93, 96

Propésito geral / outros 1,2,7,17, 21, 24, 29, 30, 32, 36, 37, 38, 42, 43, 64, 65, 67, 69, 73, 77, 83, 94, 95, 97, 99

Fonte: Arruda et al. (2023a).

O segmento industrial Propdsito geral / outros representou 0 maior niumero de
artigos com 24,04% referentes ao total do corpus. Depois, Engenharia mecanica e
elétrica foi o segundo segmento industrial com 19,23%, seguida pela Fabricacdo de
equipamentos de transporte com 15,38%. Os demais segmentos representaram me-
nos de 10% do total cada. Luo, Liu e Qi (2019) usaram dois segmentos industriais:
Fabricacdo de equipamentos de transporte e Utilidades (agua, gas e eletricidade).
Esse artigo foi contabilizado duas vezes para fins de andlise percentual.

Utilidades representou 8,65% do corpus. Produgéo de metais basicos aproximou-
se de 6,73% do corpus. Petroleo e gas representou 5,77% do corpus. Servicos de
saude e mineragdo abrangeram 3,85% cada. Alimentacao representou 2,88% do cor-
pus. Agricultura, servigos postais e de telecomunicagdes e Téxteis abrangeram 1,92%
do corpus cada. Industrias quimicas, Construgdo, Silvicultura e Midia aproximaram-se
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de 0,96% do corpus cada.
3.3.2 GQ2. Quais sao os métodos de ciéncia de dados utilizados nos estudos?

Um aspecto primordial do uso bem-sucedido da ciéncia de dados é a escolha de
métodos adequados. A Tabela 6 mostra as abreviaturas dos métodos de ciéncia de
dados usados em cada artigo, ordenados pelo cddigo de identificacao do corpus, e
a Tabela 20 do Apéndice B contém os nomes dos métodos. Long short-term me-
mory (LSTM) foi o método de ciéncia de dados mais utilizado, aparecendo em 22
artigos, seguido por Support Vector Machine (SVM), com 19 apari¢cdes, e Random
Rorest (RF), que apareceu 14 vezes. Rede Neural Convolucional (CNN) apareceu
11 vezes. Rede Neural Recorrente (RNN) apareceu nove vezes. Perceptron multi-
camadas (MLP) e Analise de componentes principais (PCA) apareceram oito vezes
cada. Rede Neural (NN) apareceu sete vezes. Média movel integrada autoregressiva
(ARIMA) e Regresséo Logistica (LR) apareceram seis vezes cada. Autoencoder (AE),
Deep Neural Network (DNN), Local Outlier Factor (LOF) e Synthetic Minority Over-
sampling Technique (SMOTE) apareceram cinco vezes cada. Rede neural convolucio-
nal - memodria longa e de curto prazo (CNN-LSTM), Clustering espacial de aplicacbes
com ruido baseado em densidade (DBSCAN), Gated Recurrent Unit (GRU), K-means
(KM), K-vizinho mais proximo (KNN), SVM de uma classe (OCSVM), Support Vector
Regression (SVR) e XGBoost (XGB) apareceu quatro vezes cada. AdaBoost (AB),
Memodria bidirecional de longo e curto prazo (BLSTM), Rede Neural de retropropaga-
cdo (BPNN), Arvore de decisdo (DT), Decisdo de reforco de gradiente Tree (GBDT),
modelos de mistura gaussiana (GMM), modelos ocultos de Markov (HMM), modelo de
regressao linear (LRM) e Isolation Forest (iForest) apareceram trés vezes cada. Aglo-
merativo Hierarquico Clustering (AHC), Memdria longa de curto prazo baseada em
atencdo (ALSTM), Rede Neural Artificial (ANN), Unidade recorrente controlada bidi-
recional (BGRU), Bayesian Ridge/Regularizagdo (BR), Arvore de Classificacdo e Re-
gressdo (CART), Rede Neural Convolucional de Detecgéo e Classificagao de Falhas
(FDC-CNN), Gradient Boosting Machine (GBM ), Algoritmo/Analise de Clustering Hie-
rarquico (HCA), Analise Discriminante Linear (LDA), Perfil de Matriz (MP), Ontologia
(Ontologia), Auto- Organizing Maps (SOM), Short-term Fourier Transform (STFT), Vi-
sual Analytics (VA) e Wide-first kernel e Deep Convolutional Neural Network (WDCNN)
apareceram duas vezes cada. Os demais métodos de ciéncia de dados apareceram
apenas uma vez no corpus.

Além disso, para melhor acompanhar a evolucdo ao longo da linha do tempo, a
Figura 8 mostra quantas vezes um método de ciéncia de dados apareceu ao longo
dos anos de publicacdo. Long Short-Term Memory (LSTM) foi o0 método que mais
apareceu no corpus, com 22 ocorréncias. Support Vector Machine (SVM) teve 19
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ID Método(s) D Método(s)
1 CNN, GAF 52 BDA, CNN, DT, GFK, JDA, KNN, LDA, SVM, TCA
2 DWT, LRM, NN, STFT 53 MLP
3 RMS 54 ARIMA, DES
4 AFDC-CNN, CDSAE-AD, CSAE-AD, EncDec-AD, FDC-CNN, LSTM-AD 55 LRM, MLP
5 ANFIS, MLP, NHPP, RBF, SVR, Weibull 56 RNN
6 AE, LOF, RF, iForest 57 CNN
7 DPCA, GBDT 58 ANN, SVM
9 RF 59 EEMD-DL-LSTM
10 ARIMA 61 LSTM, OntoLSTM
1 BINN, |-Forest, OCSVM, PCA 62 MCOD, MP
12 BPNN, DBN, DNN, KNNC, SVM, WPD 63 LOF
13 LSTMAE 64 1D-CNN-LSTM, AAE, DADA, DANN, DCTLN, NLT, STFT, WDCNN
14 2-DConvLSTMAE, ARIMA, CNN-LSTM, DeepLSTM, PersistenceModel, RSNet 65 CST, GA, KM
15 ARIMA, CNN, LSTM, ResNet 66 RNN, SOM
16 LSTM, RNN, SBA 67 CNN, CNN-LSTM, LSTM
17 GBM, RF, SVM, TCN 68 CRISP-DM, DT, KNN, LRM, Prophet, RF, SVM
18 BR 69 LR, LSTM, RF, SVM, TNN
19 GHMM, HMM, MCU 70 CART, GST, LDA, SDM, SVM
20 AE, VGG 71 CNN-LSTM, LSTM
21 AGRU, ALSTM, FFT-MLP, FFT-SVM, GRU, LSTM, RNN-WDCNN, SRDCNN, WDCNN 72 GBT, LR, RF, SVC
22 AOD 73 AE, CMD, CNN, CNN-MMD, KNN, MDDAN, MDIAN, MLCAE, MLCAE-KNN, SVM
23 AE, BGRU, BLSTM, BRNN, GRU, LSTM, RNN 74 MLP, SMOTE, SVM
24 AML, FFNN, RF, XGB 75 AB, CART, GBDT, LGBM, NN, RF, XGB
25 HMM, LSTM, MDP 76 AHC
26 AE, LOF, TSO, iForest 77 LSTM, MORL
27 vas 78 AHC, SOM, Ward
28 VA 79 BGRU, BLSTM, CNN, GRU, LSTM, RNN
29 AnoGAN, FFT, LMS, LSTM, OCSVM, PCA, Tikhonov, UKF, t-SNE 80 1NN-DTW, FDC-CNN, MC-DCNN, MTS-CNN, SAX-VSM, SF
30 PCA, SSA-BLSTM 81 CDT, DBSCAN, GEC, KNN, NN
31 AE-GRU, DNN, GRU, LSTM, MLP, RNN 82 AEWGAN, LR, RF, SMOTE, SVM, WGAN
32 CNN, PCA, SVM 83 HCA, KM
33 CNN, LSTM 84 DBSCAN, LR, MLP, NB, RF
35 Methontology 85 WSM
36 BGM, GMM, HDBSCAN, MP, PCA 86 ANOVA, SVM, VR
37 CNN, OCSVM, RNN, iForest 87 CNN-LSTM
38 LSTM 88 LST™M
39 GMM, KM, SPIRIT, SVR 89 AB, GBM, MLP, PCA, RF, SVR, XGB
40 GMM, LSTM 90 DF, LR, NN, SVM
41 BNN, GLM, NN, SGB, SVM 91 HCA
42 ARMA, BPNN, LSTM, SVR 92 Ontology
43 ARIMA, DBSCAN, KM, LOF, LSTM, MV, OCSVM 93 SNN
44 NN 94 AR
45 SVM 96 GDN, LSTM-NDT, LSTM-VAE, MTAD-GAT, STGAT-MAD, USAD
46 IDEAaS 97 ARIMA, CNN, DNN, LSTM, MLP, RF, SN, WN, ZO
47 CxDBNet, DBNet 98 DNN, HMM, PCA
48 ANN, SMOTE 99 ALSTM, BPNN, BR, DNN, GBDT, GR, SVM, TSMC-CNN
49 DBSCAN, LOF, LSTM, MAD, RNN, SMOTE, SVM 100 LSTM, RNN
50 AB, DT, NN, PCA, RF, SMOTE, SVM, XGB 101 Ontology
51 VA 103 BLSTM, LR, RF, SVM

Fonte: Arruda et al. (2023a).

ocorréncias. O método Random Forest (RF) apareceu 14 vezes. Os anos de 2019,

2020 e 2021 apresentaram a maior concentra¢cdo de métodos de ciéncia de dados.
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Figura 8 — Métodos de ciéncia de dados da revisao sistematica agrupados por ano.
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3.3.3 GQ3. Quais sao as ferramentas de software utilizadas nos estudos?

A implementag&o de métodos de ciéncia de dados requer ferramentas de software
adequadas, como linguagens de programagao, bancos de dados e kits de ferramen-
tas. A Tabela 7 mostra a abreviatura das ferramentas de software utilizadas em cada
artigo do corpus, e a Tabela 21 do Apéndice C, contém os nomes completos das as
ferramentas. Python foi a ferramenta de software mais utilizada, aparecendo em 20
artigos, seguido por Keras, em 15 artigos, e Tensorflow em 13. MATLAB apareceu
em oito trabalhos e a linguagem R apareceu em seis. Hadoop e SKLEARN aparece-
ram em cinco estudos cada. Kaftka e MongoDB apareceram em quatro artigos cada.
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Spark apareceu em trés estudos. doParallel, fastcluster, foreach, InfluxDB, JavaScript,
Jupyter, Knime, MES, MSSQL, PyTorch, rpud, SQL, Storm e SWRL apareceram em
dois artigos cada. As demais ferramentas de software apareceram apenas uma vez
no COorpus.

Tabela 7 — Ferramentas de software usadas nos artigos da revisao sistematica.

ID Ferramenta(s) ID Ferramenta(s)
2 Python, PyWavelets 56 Python, PyTorch
4 Keras, Python, SKLEARN, Tensorflow 57 OpenCV
5 MATLAB 60 Elasticsearch, Flatform, Hadoop, Jupyter, Kafka, Kibana, NiFi, Parquet, Python, Spark, Zeppelin
6 Keras, Python, SKLEARN, Spark, Tensorflow 61 Imblearn
7 CouchDB, freqdom, QlikView, R, XGBoost 63 Cassandra, EYE, Hadoop, R, Spark
10 R 65 HealthMon, MATLAB
11 PyOD 66 sQL
13 Keras, Pandas, Python 67 Jupyter, Python, SKLEARN
14 Python, Tensorflow 68 Hadoop, MySQL, Python
15 GAl, GPyOpt, Keras, Tensorflow 69 Colab
18 MATLAB 70 MATLAB
20 Keras, Tensorflow 72 iSTEP, MLlib
21 Keras, Tensorflow 73 Python
23 Keras 74 Knime, RPropMLP
25 InfluxDB, Kafka, RAMI4.0, Storm, UPTIME 76 doParallel, fastcluster, foreach, R, rpud
27 ExtruOnt, Neo4j, RDFox, SPARQL, Stardog, SWRL, Virtuoso 77 BURLAP, ERP, Kafka, Keras, MES, Tensorflow
28 Hadoop, MongoDB 78 doParallel, fastcluster, foreach, kohonen, R, rpud
29 PyTorch, SKLEARN 79 Keras, Tensorflow
32 Python, R 81 Hadoop
34 MATLAB, MES, MSSQL, QlikSense, SSDT, SSIS 84 JavaScript, Kafka, MongoDB, Python, Storm
35 AquaONT, Fuseki, Hermit, OWL, Pallet, Protege, SWRL 85 PlanningVis
37 AnoML-1oT, Python 86 Ruptures
38 Keras, Python, Tensorflow 87 Keras, Tensorflow
39 Python 88 Azure
42 MATLAB 89 Flask, Keras, Python, SKLEARN

43 AngularJS, ChartdS, D3JS, Docker, JavaScript, MongoDB, NodeJS, Python 90 AzureML

46 MongoDB 92 SemML

47 SCADA 94 ARHoloLens, C#, C++, Direct3D, MSSQL
49 MATLAB 95 MATLAB, SPHM

51 MUVTIME 97 Keras, Python, Tensorflow, ThunderML

52 t-SNE, Tensorflow 98 InfluxDB, KafkaStreams, Keras, Tensorflow
53 AZAP 101 SQL

54 Python 102 GADPL

55 Knime, Weka 108 Keras, Python, Theano

Fonte: Arruda et al. (2023a).

Além disso, a Figura 9 mostra as ferramentas de software agrupadas por anos. A
linguagem de programacao Python foi a ferramenta mais utilizada, aparecendo em 20
artigos, seguida por Keras, que apareceu em 15 artigos, e Tensorflow que apareceu
em 13 artigos.

3.3.4 FQ1. Como os estudos empregam séries temporais contextuais?

Onze artigos utilizaram o conceito de contexto de alguma forma. Os trabalhos
abordaram ontologias, analise visual, redes bayesianas dinamicas, sistemas ciberfisi-
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Figura 9 — Ferramentas de software da revisao sistematica agrupadas por ano.
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cos sensiveis ao contexto, redes neurais convolucionais, redes neurais recorrentes e
redes de memdria de longo e curto prazo.

Wu et al. (2018) usaram informacdes de contexto para desenvolver um sistema de
analise visual interativo para uma usina petroquimica. O sistema funcionou na fase
de operacao, utilizando dados de séries temporais de 791 sensores que forneceram
o status de diferentes partes da fabrica. Tripathi e Baruah (2020) propuseram um
método para identificar anomalias contextuais em um método de rede bayesiana di-
namica (DBN) modificadora de série temporal para suportar informacdes de contexto,
denominado DBN contextual. Os testes de eficacia do novo método ocorreram em
dados de perfuracao de pocgos de petréleo. Majdani, Petrovski e Doolan (2016) desen-
volveram uma estrutura para sistemas ciberfisicos usando aprendizado de maquina e
inteligéncia computacional. A estrutura utilizou dados de contexto de 25 sensores de
diferentes partes de uma turbina a gas. Canizo et al. (2019) propuseram uma arqui-
tetura de rede neural convolucional - rede neural recorrente (CNN-RNN) para extrair
recursos e aprender os padrbées temporais de dados de séries temporais especificos
do contexto de 20 sensores instalados em um elevador de servigo.

Jiang, Lee e Zeng (2020) usaram dois métodos de aprendizado profundo para
prever a vida util restante (RUL) de rolamentos. Os métodos empregaram vetores
de contexto em redes de multiplos canais de séries temporais para redes neurais
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convolucionais (TSMC-CNN) e estenderam o método para redes de memoria de longo
curto prazo baseadas em atengdo (TSMC-CNN-ALSTM).

Stahl et al. (2019) apresentaram um caso de deteccao de falhas em chapas de
aco usando redes neurais recorrentes bidirecionais (RNN) com mecanismo de aten-
cao. O método utilizou vetores de contexto para representar cada estado do processo.
Ma et al. (2020) propuseram uma arquitetura de planejamento de producéo preditiva
baseada em big data para uma empresa fabricante de ceramica. A arquitetura usou
modelos baseados em cubo para lidar com dados histéricos sensiveis ao contexto
usando redes LSTM. Yasaei, Hernandez e Faruque (2020) desenvolveram um modelo
adaptativo baseado no contexto e baseado em dados usando medidas de 62 sensores
heterogéneos de uma estacdo de aguas residuais. O modelo usou redes LSTM para
detectar anomalias em dispositivos sensores e anomalias ambientais.

Abbasi, Martinez e Ahmad (2021) desenvolveram uma ontologia para sistemas
aquapdnicos chamada AquaONT, usando a abordagem metodolégica para formular e
avaliar o modelo. A ontologia utilizou dados contextuais de uma fazenda padréao para
fornecer informacdes sobre a operacao ideal de dispositivos loT. Bagozi, Bianchini e
Antonellis (2021) propuseram uma abordagem focada em sistemas de producao ciber-
fisicos resilientes (R-CPPS), explorando big data e a perspectiva humana no circuito.
O estudo utilizou particionamento de fluxo de dados sensivel ao contexto, processando
fluxos de dados coletados no mesmo contexto, o0 que significa a mesma maquina in-
teligente e 0 mesmo tipo de processo para produzir o mesmo tipo de produto. Kim,
Kim e Ahn (2021) conduziram um experimento para observar a atencédo dos partici-
pantes em riscos repetidos no local de trabalho, usando a realidade virtual para evitar
o risco de lesdes. O experimento utilizou uma tarefa de construgcao para medir os bio
sinais dos participantes por meio de sensores de rastreamento ocular e um dispositivo
vestivel para medir a atividade eletrodérmica, juntamente com recursos contextuais.

3.3.,5 FQ2. Como estd a qualidade dos dados utilizados nos estudos ao longo do
tempo ?

A qualidade dos dados € primordial para todos os tipos de segmentos industriais,
inclusive as linhas de montagem das industrias. Conhecer a quantidade de dados ao
longo do tempo utilizados em um experimento é fundamental para uma melhor com-
preensao e analise dos dados. Dos cento e trés artigos do corpus, o equivalente a
39,81% (41 artigos) mencionou a quantidade de dados utilizados em um determinado
periodo de tempo. A Tabela 8 apresenta essas informacdes junto com a identificacao
do artigo. Apesar de mencionar a quantidade de dados, as unidades de medida apa-
receram em diferentes formas. Os anos representam a quantidade de dados em 14
estudos, os meses em 17 trabalhos, os dias expressam dados em 7 artigos e as horas
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em 3 trabalhos.

Tabela 8 — Quantidade de dados ao longo do tempo dos artigos da revisao sistematica.

ID Quantidade ID Quantidade ID Quantidade
6 2 dias 36 1ano 71 8 dias
7 61 dias 37 2dias 72 3 anos
8 7dias 38 2anose6meses 74 4 anoseb5meses

10 3655 horas 39 1ano 76 2 anos

11 5 meses 42 1més 77 3 anos

13 3 meses 44 1ano 78 6 meses

14 1ano 45 1ano 84 8 meses

15 4 meses 46 1ano 85 30 dias

16 2 anos 51 8 meses 87 1 ano

19 3 meses 53 7 anos 88 242 dias

27 1ano 55 3 meses 98 50 horas

28 3 meses 59 2meses 102 7 anos

33 3 meses 66 50 horas 103 6 meses

34 6 meses 68 1anoe7 meses

Fonte: Arruda et al. (2023a).

Outro ponto crucial em relacdo a qualidade dos dados é a origem dos conjuntos
de dados utilizados nos experimentos. A Tabela 9 mostra dez artigos do corpus que
disponibilizaram seus conjuntos de dados ao publico. Trés artigos usaram o mesmo
repositério, embora dois deles focassem na degradagdao do motor Turbofan (Lu, Hsu
e Huang (2020) e Wu, Ding e Huang (2020)), e o outro em rolamentos (Ding, Yang
e Yang (2019)). Shenfield e Howarth (2020) e Kancharla et al. (2022), que trabalha-
ram com dois conjuntos de dados, também usaram rolamentos, mas de repositérios
diferentes. Além disso, Apiletti et al. (2018) usaram dados de discos rigidos, Mohsen,
Elkaseer e Scholz (2021) trabalharam em um conjunto de dados de atividades huma-
nas, Zvirblis et al. (2022) usaram dados de correias transportadoras, Wahid, Breslin
e Intizar (2022) trabalharam com um conjunto de dados de falhas de componentes, e
Zhan et al. (2022) usaram dados de turbinas edlicas.
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Tabela 9 — Artigos em que 0s conjuntos de dados estao disponiveis ao publico

ID Autor URL

21 Shenfield e Howarth (2020) https://engineering.case.edu/bearingdatacenter/download-data-file

23 Ding, Yang e Yang (2019) https://ti.arc.nasa.gov/tech/dash/groups/pcoe/prognostic-data-repository/#bearing

31 Lu, Hsu e Huang (2020) https://ti.arc.nasa.gov/tech/dash/groups/pcoe/prognostic-data-repository/#turbofan

40  Wu, Ding e Huang (2020) https://ti.arc.nasa.gov/tech/dash/groups/pcoe/prognostic-data-repository/#turbofan

67  Mohsen, Elkaseer e Scholz (2021)  https://www.kaggle.com/datasets/drsaeedmohsen/wisdmdataset2021

69  Zvirblis et al. (2022) https://github.com/TadasZvirblis/ CORBEL

72  Apiletti et al. (2018) https://www.backblaze.com/b2/hard-drive-test-data.html

73 Kancharla et al. (2022) https://engineering.case.edu/bearingdatacenter/download-data-file
https://mb.uni-paderborn.de/kat/forschung/datacenter/bearing-datacenter

87 Wahid, Breslin e Intizar (2022) https://github.com/ashishpatel26/Predictive_Maintenance_using_Machine-Learning_Microsoft_Casestudy

96  Zhan et al. (2022) https://github.com/zhanjun717/STGAT

Fonte: Arruda et al. (2023a).

3.3.6 SQ1. Em quais bases de dados os estudos estao publicados

A reviséo aplicou as buscas em cinco bases de dados: ACM, IEEE, Scopus, Sprin-
ger e Wiley. No entanto, apenas quatro bases de dados tiveram estudos selecionados
para o corpus, conforme mostrado na Figura 10. A Scopus teve a grande maioria dos
artigos (71,84%), seguida pela Springer (24,27%), IEEE (2,91%) e ACM (0,97%).

Figura 10 — Quantidade de artigos por ano e banco dados da revisao sistematica.
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Fonte: Arruda et al. (2023a).

3.3.7 SQ2. Qual € o numero de publicagdes por ano?

Nos ultimos cinco anos, as publicacdes relacionadas a este estudo aumentaram,
duplicando de 2018 (10 artigos) para 2019 (23 artigos). A figura 11 mostra o an-
damento anual das publicacdes, levando em consideracdo a data de publicacdo. A
primeira publicagdo que se enquadrava nos critérios de selecao foi em 2013 e a ultima
em 2022. Apenas quatorze trabalhos surgiram até o final de junho de 2022 por ser
esta a data em que as buscas foram realizadas.
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Figura 11 — Numero de publicagdes presentes na revisao sistematica por ano.
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Fonte: Arruda et al. (2023a).

Em relagédo aos tipos de publicagdes, a Figura 12 mostra o codigo de identifica-
cao do artigo dentro de uma forma geométrica. Os trabalhos de conferéncias usam
um simbolo quadrado, os artigos de periédicos usam um circulo e os trabalhos de
workshops usam um simbolo de diamante. Os periddicos tiveram o maior nimero de
artigos (63,11%), seguidos por conferéncias (31,07%) e workshops (5,83%).

Figura 12 — Tipos de publicacdo da revisao sistematica por ano.
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Fonte: Arruda et al. (2023a).
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3.4 Taxonomia

Esta secado resume as respostas as trés questdes gerais de pesquisa, apresen-
tadas anteriormente na Tabela 2, usando uma abordagem taxondémica para melhor
visualizar e compreender os resultados. A Figura 13 descreve uma taxonomia que
organiza, classifica e sintetiza hierarquicamente os segmentos industriais (GQ1), mé-
todos de ciéncia de dados (GQ2) e ferramentas de software (GQ3) encontrados no
corpus com os nés Industry (ESTEVE-GONZALEZ et al., 2023), Methods (PICCI-
ALLI et al., 2020; SOUSA LIMA et al., 2018; SCHR6ER; KRUSE; GOMEZ, 2021) e
Tools (ORDONEZ, 2020; BARLAS; LANNING; HEAVEY, 2015), respectivamente. Os
segmentos industriais apresentaram dezesseis classes, os métodos de ciéncia de da-
dos organizaram algoritmos e técnicas em nove ramos e as ferramentas de software
apresentaram aplicagdes e bibliotecas organizadas em nove componentes.

Figura 13 — Os eixos principais da taxonomia da revisdo sistematica.
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Fonte: Arruda et al. (2023a).

Os segmentos industriais utilizados neste trabalho originaram-se da Organizacao
Internacional do Trabalho (ILO) (https://www.ilo.org/global/industries-and-sectors; aces-
sado em 22 de maio de 2023), uma agéncia das Nac¢des Unidas, que classifica indus-
trias e setores em 22 segmentos. Os 103 artigos resultantes da revisédo sistematica
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enquadraram-se em 15 dos 22 segmentos propostos pela ILO: agricultura, produgéo
de metais basicos, industrias quimicas, construcdo, alimentacao, silvicultura, servicos
de saude, mineragcdo, engenharia mecénica e elétrica, midia, petrdleo e gas, postal
e servigcos de telecomunicacgées, téxteis, fabricacdo de equipamentos de transporte
e utilidades. Esses diferentes segmentos complementam essas industrias com uso
geral.

Os métodos de ciéncia de dados encontrados incluem estrutura de dados, aprendi-
zado de maquina, matematico, métrico, estatistico, simbdlico, analise visual, processo
e busca combinatdria, conforme mostrado na taxonomia e detalhado na Figura 14.

Figura 14 — O eixo Métodos da taxonomia da revisao sistematica.
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~

Devido ao numero significativo de métodos e suas variagcbes, o0 ramo aprendizado
de maquina teve uma taxonomia separada mostrada na Figura 15.
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Figura 15 — O eixo Aprendizado de Maquina da taxonomia da revisao sistematica.
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As redes do método de aprendizado de maquina long short-term memory (LSTM)
representaram o método mais utilizado, com 22 ocorréncias. Além disso, havia dez
variagdes de LSTM: memoria de longo prazo baseada em atengcdo (ALSTM), que usa
um vetor de contexto para inferir diferentes graus de atencéo de caracteristicas de da-
dos distintas em pontos de tempo especificos (JIANG; LEE; ZENG, 2020); memdria
bidirecional de longo e curto prazo (BLSTM), que processa dados tanto em ordem
cronoldgica, do inicio ao fim, quanto na direcdo oposta, a ordem inversa (CANIZO
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et al., 2019; STAHL et al., 2019); deep long short term memory (DeepLSTM), uma
rede LSTM com camadas empilhadas conectadas a uma camada densa distribuida
ao longo do tempo (ESSIEN; GIANNETTI, 2020); memdria longa de curto prazo com
limiar dindmico nao paramétrico (LSTM-NDT) (ZHAN et al., 2022); autoencoder varia-
cional de memoria de longo curto prazo (LSTM-VAE) (ZHAN et al., 2022); analise de
espectro singular, memdria bidirecional de longo e curto prazo (SSA-BLSTM) (MAH-
MOOD:; LUO; REHMAN, 2022); autoencoder de memodria de longo e curto prazo (LST-
MAE) (BAMPOULA et al., 2021); detecgdo de anomalias de memdria de longo e curto
prazo (LSTM-AD) (TCHATCHOUA et al., 2021). deteccdo de anomalia do codificador—
decodificador (EncDec-AD) (TCHATCHOUA et al., 2021); e a rede neural LSTM ba-
seada em ontologia (OntoLSTM), que implementa conceitos semanticos usando uma
ontologia para aprender a representacdo de uma linha de producgao, juntamente com
uma rede LSTM para aprendizagem de dependéncias temporais (HUANG; ZANNI-
MERK; CREMILLEUX, 2019).

O segundo método de ciéncia de dados mais utilizado foi o método support vector
machine (SVM), representando 19 ocorréncias. Além disso, o0 método tinha quatro va-
riacoes: maquinas de vetores de suporte baseadas na transformada rapida de Fourier
(FFT-SVM), uma versado do SVM que usa uma transformada rapida de Fourier para ex-
trair recursos (SHENFIELD; HOWARTH, 2020); one-class SVM (OCSVM), uma versao
nao supervisionada de SVM que usa uma unica classe para identificar dados seme-
Ihantes ou diferentes (CARLETTI et al., 2019); classificacao vetorial de suporte (SVC),
uma variacao usada para tarefas de classificacao (APILETTI et al., 2018); e a variacao
regressao vetorial de suporte (SVR), que implementa uma fungéo de regressao linear
aos dados mapeados (VRIES et al., 2016).

O método de ciéncia de dados que foi o terceiro mais utilizado foi o método de ar-
vore de decisdo Random Forest (RF), acumulando 14 ocorréncias, seguido por Con-
volutional Neural Network (CNN), com 11 ocorréncias, € Recurrent Neural Network
(RNN), com 9 ocorréncias. Doze variagées da CNN se destacaram como ramos: Fault
Detection and Classification Convolutional Neural Network (FDC-CNN), projetada para
detectar falhas em sinais de sensores multivariados ao longo de um eixo de tempo,
extraindo caracteristicas de falha; Multichannel Deep Convolutional Neural Networks
(MC-DCNN), cujo objetivo € lidar com multiplos sensores que geram dados com dife-
rentes comprimentos; Multiple-Time-Series Convolution Neural Network (MTS-CNN),
projetada para diagnostico e deteccao de falhas de séries temporais, usa uma CNN
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multicanal para extrair recursos de dados importantes (HSU; LIU, 2021); Temporal
Convolutional Network (TCN), que funciona resumindo sinais em intervalos de tempo,
usando um valor maximo e minimo por passo (VAN HERREWEGHE et al., 2020); Re-
sidual Neural Networks (ResNet) (VILLALOBOS; SUYKENS; ILLARRAMENDI, 2020);
Residual-Squeeze Net (RSNet) (ESSIEN; GIANNETTI, 2020); Stacked Residual Dila-
ted Convolutional Neural Network (SRDCNN) (SHENFIELD; HOWARTH, 2020); Wide
First Kernel and Deep Convolutional Neural Network (WDCNN) (SHENFIELD; HOWARTH,
2020; JANG; CHO, 2021); Convolutional Neural Network Maximum Mean Discrepancy
(CNN-MMD) (KANCHARLA et al., 2022); Deep Convolutional Transfer Learning Network
(DCTLN) (JANG; CHO, 2021); Attention Fault Detection and Classification Convolu-
tional Neural Network (AFDC-CNN) (TCHATCHOUA et al., 2021); e a Time-Series
Multiple-Channel Convolutional Neural Network (TSMC-CNN), que usa como entra-
das séries temporais com N variaveis divididas em segmentos, suavizando a extracao
de pontos de dados (JIANG; LEE; ZENG, 2020). RNN representou trés ramos: Ga-
ted Recurrent Unit (GRU), Long Short-Term Memory (LSTM) e Bidirectional Recurrent
Neural Network (BRNN).

Em relacdo as ferramentas de software, nove classes principais apareceram na
taxonomia: Anomaly Detection, Databases, Distributed Computing, Model, Prediction,
Programming Languages, Toolkits, Visualization e Reasoner, conforme representado
na Figura 16. A linguagem Python foi a ferramenta de software mais utilizada, com 20
ocorréncias, seguida por Keras (15 ocorréncias) e Tensorflow (13 ocorréncias). Keras
€ uma estrutura de aprendizado profundo e Tensorflow € um back-end de aprendi-
zado de maquina (SHENFIELD; HOWARTH, 2020), e ambos sao ramos de Python na
hierarquia da taxonomia.

Apesar de cobrir hierarquicamente segmentos industriais, métodos de ciéncia de
dados e ferramentas de software, a taxonomia n&o os vinculou horizontalmente. Essas
relacdes estado na Tabela 5, representando segmentos industriais, Tabela 6 mostrando
métodos de ciéncia de dados, e Tabela 7 fornecendo ferramentas de software.



Figura 16 — O eixo Ferramentas da taxonomia da revisao sistematica.
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Os resultados apresentados neste capitulo originaram-se de um processo de re-
visdo sistematica focado na Industria 4.0, ciéncia de dados e séries temporais. Nao
houve restricdo quanto ao ano de publicagédo para fornecer todo um espectro de litera-
tura nessas areas mencionadas. Com isso, a revisdo mostrou aplicagées do segmento
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industrial tanto a partir de casos reais quanto de ambientes simulados, além de iden-
tificar métodos de ciéncia de dados, ferramentas de software e a qualidade dos dados
utilizados pelos experimentos.

Diversos segmentos industriais apresentaram interesse em analisar dados, e cada
vez mais a andlise de dados é crucial para as empresas. Isso contribui para a tomada
de decisdes em funcdo dos dados histéricos gerados por cada industria. Além disso,
estes processos analiticos de dados contribuem para as necessidades especificas das
empresas, uma vez que as experiéncias anteriores sdo substanciais para melhorar os
resultados futuros.

Os segmentos industriais explorados pela literatura foram classificados e agrupa-
dos segundo o padrao da Organizacao Internacional do Trabalho. Isso proporcionou
uma melhor forma de visualizagdo na taxonomia (Figura 13). O segmento industrial
uso geral/outros apareceu em 25 artigos, sendo o mais presente no corpus. O seg-
mento industrial engenharia mecéanica e elétrica foi o segundo mais publicado (20
artigos). O segmento inclui indastrias estritamente ligadas a tecnologia, como se-
micondutores, informatica e eletrénicos, o que explica por que foi 0 segmento mais
frequente no estudo, depois do uso geral/outros. Além disso, essa industria costuma
contar com ambientes controlados e funcionarios treinados para trabalhar com tecno-
logia, simplificando a coleta de dados. Isso favorece a execug¢do de estudos porque
esses ambientes industriais ja estao preparados para produzir combinacdes de dados
para a tomada de decisGes de alto nivel.

A maioria dos estudos utilizou instalagdes industriais reais nos experimentos (81
artigos). Porém, alguns artigos empregaram ambientes simulados (23 trabalhos). O
trabalho de Luo, Liu e Qi (2019) apareceu duas vezes nos casos simulados devido a
presenca de dois segmentos industriais no artigo. O uso de dados reais na maioria dos
artigos fornece evidéncias da evolucao das aplicacdes de ciéncia de dados na linha
de produgéo da industria. 1sso ocorre porque 0s sensores e as ferramentas de banco
de dados evoluiram e se tornaram mais acessiveis nos ultimos anos. Além disso, a
qualidade dos conjuntos de dados reais € um ponto positivo para o treinamento de
algoritmos de aprendizado de maquina, pois pode melhorar a precisdo dos modelos
preditivos e fundamentar aplicacdes futuras que utilizem o mesmo tipo de dados. Isto
também é positivo porque reflete cendrios industriais reais e potencialmente fornece
tecnologia para problemas do mundo real.

Além disso, a literatura apresenta uma ampla utilizacdo de diferentes tecnologias,
0 que pode dificultar a escolha correta de um método adequado, uma vez que existe a
possibilidade de emprego empirico dos métodos. Além dos métodos, escolher a ferra-
menta certa é outro desafio devido as diferentes implementagdes do mesmo método
em ferramentas distintas, por exemplo, linguagens de programagao que apresentam
valores alternativos para inicializar os pesos de uma rede neural. Algumas ferramentas
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dependem de métodos especificos, como a ferramenta Keras, que trata de aplicacdes
de aprendizagem profunda empregando métodos LSTM e GRU. Além disso, é comum
ver as ferramentas Keras e Tensorflow usadas juntas (VILLALOBOS; SUYKENS; IL-
LARRAMENDI, 2020; SHENFIELD; HOWARTH, 2020; LEPENIOTI et al., 2020; CA-
NIZO et al., 2019; SHRIVASTAVA et al., 2019; CHEN et al., 2020). Tanto Keras quanto
Tensorflow suportam a linguagem Python, que é amplamente utilizada para fins cien-
tificos, aparecendo em 20 artigos do corpus, conforme apresentado na Tabela 7. Por
outro lado, em relagdo ao uso da combinacao de dados para criar informacdes de alto
nivel, o corpus incluiu 11 artigos que mencionaram dados contextuais (WU et al., 2018;
MA et al., 2020; TRIPATHI; BARUAH, 2020; MAJDANI; PETROVSKI; DOOLAN, 2016;
YASAEI; HERNANDEZ; FARUQUE, 2020; CANIZO et al., 2019; JIANG; LEE; ZENG,
2020; STAHL et al., 2019; ABBASI; MARTINEZ; AHMAD, 2021; BAGOZI; BIANCHINI;
ANTONELLIS, 2021; KIM; KIM; AHN, 2021).

Além das tecnologias citadas, as redes neurais estavam entre as 13 variacoes de
métodos de aprendizado de maquina de acordo com a taxonomia. Por outro lado, as
préprias redes neurais apresentaram 31 subvariagdes. Com o aprimoramento desse
método de aprendizado de maquina, trés abordagens se destacaram: redes basea-
das em atengéo, bidirecionais e autoencoder. O mecanismo baseado na atencdo atua
como o comportamento da atengdo visual humana, usando um vetor de contexto e
focando na importancia de diferentes recursos em intervalos de tempo distintos para
melhorar a precisao da previsdo. Os estudos que se concentraram neste mecanismo
baseado na atencdo exploraram o uso de, por exemplo, ALSTM e AGRU. Os mo-
delos bidirecionais funcionam como duas redes neurais diferentes percorrendo uma
sequéncia de dados em ambas as diregdes para evitar 0 esquecimento de dados.
Uma rede vai do inicio ao fim da sequéncia e a outra vem na dire¢cdo oposta. Nesse
sentido, os estudos abrangeram o uso de BLSTM, BGRU e BRNN. Um autoencoder
€ uma rede neural feed-forward nao supervisionada comumente usada para extra-
céo de recursos e reducao de dimensionalidade, composta por um codificador e um
decodificador. O codificador compacta os dados em uma camada oculta e o decodifi-
cador os remonta aos dados de entrada originais. Em particular, os estudos utilizaram
2-DConvLSTMAE, AEWGAN, AE-GRU e AE. Consequentemente, essas técnicas fo-
caram em novas combinagdes e variagées de redes neurais, que fornecem métodos
versateis para explorar problemas e questdes no ambito da ciéncia de dados nas in-
dustrias.

Mais especificamente, a andlise da qualidade dos dados é fundamental para ga-
rantir o bom funcionamento dos métodos de ciéncia de dados acima mencionados. A
falta de detalhes na composi¢ao dos dados pode dificultar a compreensao do artigo
e a reprodutibilidade do experimento. A quantidade de dados ao longo do tempo néao
€ suficiente para fornecer todas as informacdes necessarias, pois a frequéncia pode
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variar durante o mesmo periodo. Por exemplo, é possivel medir a temperatura do ar
a cada hora ou a cada minuto do dia. Se a medicdo ocorrer a cada hora, resultara
em 24 linhas. Por outro lado, se a medicao ocorrer a cada minuto, resultara em 1.440
linhas. Portanto, essas medi¢cdes fornecem granularidade de dados diferente, o que
consequentemente afeta a forma como os resultados sdo descritos. Mais importante
ainda, estes casos requerem uma exposicao adequada as metodologias e discussoes
considerando a especificidade do método.

Em relacao as estruturas de dados encontradas nos métodos, as ontologias forne-
cem uma forma avancada de recuperar informacdes. Classes e relacbes organizam
os dados como uma taxonomia, mas com a possibilidade de consultar e raciocinar. O
SPARQL é a linguagem usada para recuperar informacdes e Hermit, Pallet e RDFox
sdo exemplos de raciocinadores encontrados na revisdo. Um aspecto importante das
ontologias é que elas sdo extensiveis e reutilizaveis (ABBASI; MARTINEZ; AHMAD,
2021; HUANG; ZANNI-MERK; CREMILLEUX, 2019; ZHOU et al., 2021a).

Além disso, outra informacao crucial que os estudos devem fornecer claramente
€ a percentagem de dados utilizados para treinar e testar o modelo, porque esta es-
tratégia de divisao de dados afeta diretamente os resultados. Além disso, para ga-
rantir a reprodutibilidade do experimento, alguns detalhes especificos dos métodos
séo de significativa importancia, por exemplo, o numero de camadas ocultas de uma
rede neural, ou o tipo de kernel utilizado por uma maquina de vetores de suporte, ou
mesmo o numero de interacdes usado por uma floresta aleatéria. Nesse sentido, ha
necessidade de estudos que apresentem mais sobre a organizagédo dos dados e como
os métodos de ciéncia de dados foram empregados. Os artigos devem incluir todos
os detalhes da implementagédo, como a arquitetura e os parametros dos métodos de
aprendizado de maquina e toda a composi¢ao dos vetores de atributos. Com isso, os
pesquisadores encontrardo as metodologias mais claras para serem compreendidas
e reproduzidas em seus estudos. Assim, isso beneficiara a comunidade, garantindo
potenciais situacées comuns entre os diferentes segmentos para evitar aspectos téc-
nicos e gerenciais.

3.6 Conclusao da Revisao Sistematica

Este capitulo apresentou uma revisao sistematica da literatura focada na Industria
4.0, ciéncia de dados e séries temporais. Investigou a utilizacdo de métodos de ciéncia
de dados e ferramentas de software em diversos segmentos industriais, levando em
consideracao a implementacao de séries temporais € a qualidade dos dados empre-
gada pelos autores. Além disso, uma taxonomia organizou os segmentos industriais,
0s métodos de ciéncia de dados e as ferramentas de software de forma hierarquica e
sintetizada, o que facilitou a leitura de como os estudos da Industria 4.0 tém empre-
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gado essas tecnologias.

A literatura apresentou varios métodos maduros que cobriram vastas possibilida-
des para andlise industrial. Isto fortalece tanto o mercado como a academia porque
quanto mais as empresas empregam as tecnologias, mais pesquisadores e profissio-
nais se tornam especialistas nesses métodos e ferramentas. Nesse sentido, o investi-
mento industrial nessas analises € benéfico porque fornece resultados empiricos para
a comunidade sobre casos de uso aplicaveis em diversos segmentos. Além disso,
contribui para 0 amadurecimento e evolucao dos métodos e ferramentas tecnoldgicas
empregadas no processo de analise de dados industriais.

Mesmo com esforcos para reduzir vieses, esta revisdo apresenta limitagdes como
qualquer outra revisao sistematica. A string de busca foi aplicada a cinco bases de
dados de pesquisa com o intuito de utilizar diferentes fontes académicas, o que po-
tencialmente diminuiu o viés da fonte. A concepcao da string de busca utilizou trés
eixos empregando as respectivas palavras-chave conhecidas e sinGnimos para cada
eixo, com foco na reducao de vieses de palavras-chave. Além disso, seis critérios de
exclusao filtraram os artigos resultantes, gerando o corpus. Assim, esses critérios de
exclusdo e o restante do processo de filtragem seguiram as diretrizes de Petersen,
Vakkalanka e Kuzniarz (2015) para reduzir o viés do processo.

A taxonomia representa uma importante contribuicao para futuras pesquisas, uma
vez que a organizagdo de métodos de ciéncia de dados e ferramentas de software
auxilia na busca visual em categorias, auxiliando na descoberta de lacunas de pes-
quisa. Além disso, a variacdo de um método ou ferramenta especifica em um né
aponta tendéncias no uso daquela tecnologia, o que € importante na hora de escolher
qual técnica utilizar. Portanto, a faculdade da taxonomia de organizar e classificar os
resultados em classes hierarquicas constitui uma conquista relevante deste trabalho.
Além disso, a classe Industry foi uma tentativa de padronizar os segmentos de acordo
com a Organizacado Internacional do Trabalho. Assim, a visualizagdo dos resultados
na forma de uma taxonomia aumenta as possibilidades de novas pesquisas.

Por fim, esta pesquisa ndo se concentrou em como os trabalhos lidavam com o
tratamento de dados antes de aplicar métodos de ciéncia de dados aos conjuntos de
dados. Esta situacao constitui uma limitacdo adicional e, portanto, é sugerida como
trabalho futuro. Além disso, a forma como as ferramentas de software estéo ligadas
aos métodos de ciéncia de dados € outro potencial trabalho futuro. Além disso, o ultimo
tépico sugerido para trabalhos futuros é correlacionar especificamente os métodos e
ferramentas mais utilizados com cada segmento industrial.
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3.7 Trabalhos Selecionados e Comparativo

A partir do mapeamento sistematico realizado, com a selegéo de 103 trabalhos que
respondem as questbes de pesquisa elaboradas, foram selecionados os trabalhos que
apresentassem referéncias a ideia de contexto ou a utilizagcado de ontologias, ficando
um total de 10 trabalhos. Entre os trabalhos selecionados, dois utilizam ontologias
e nove aplicam a ideia de contexto. Apenas um trabalho apresentou a aplicagéo de
ontologia e contexto juntos.

O trabalho desenvolvido por Wu et al. (2018) adota técnicas de analise visual in-
terativa com base nos dados de 791 sensores, que fornecem informagdes sobre o
status de diferentes partes de uma industria petroquimica. O sistema utilizou séries
temporais de contexto da area de operacao.

A ontologia proposta por Abbasi, Martinez e Ahmad (2021) é voltada para fazendas
aquapbdnicas, que utilizam um método de plantacao vertical combinando hidroponia e
aquicultura. Utiliza seis classes para representar os dominios de conhecimento foca-
dos em produtos de consumo, sistemas de produgéo, instalagées de produc¢ao, ambi-
ente, qualidade do produto e dados contextuais. A ontologia, intitulada AquaONT, foi
desenvolvida com a ferramenta Protégé e apresenta como uma de suas funcionalida-
des o acompanhamento das condigcbes ambientais internas da fazenda, informando
aos usuarios alteragdes no ambiente que demandem algum tipo de acgao.

A arquitetura proposta por Ma et al. (2020) realiza predi¢cOes para o planejamento
de produgéo, baseado em big data, para uma manufatura de ceramicas. A arquite-
tura usa modelos baseados em cubo com redes neurais LSTM para lidar com dados
historicos sensiveis ao contexto.

O artigo usa Redes Bayesianas Dindmicas modificadas, intituladas pelos autores
de Context DBN para identificar anomalias de contexto em séries temporais. Os testes
de eficacia do método proposto ocorreram com dados de pogos de perfuracdo de
petréleo (TRIPATHI; BARUAH, 2020).

O trabalho de Majdani, Petrovski e Doolan (2016) utiliza aprendizado de maquina e
inteligéncia computacional aplicados a sistemas ciber fisicos. O framework desenvol-
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vido usou dados de contexto de 25 sensores instalados em diferentes partes de uma
turbina a gés.

O modelo proposto por Huang, Zanni-Merk e Crémilleux (2019) utiliza uma ontolo-
gia em conjunto com redes neurais profundas para trabalhar com séries temporais de
uma linha de montagem industrial. A ontologia é responsavel por gerar as camadas
densas da rede neural que tem o objetivo de aprender a representacédo da linha de
montagem e das maquinas de um processo de manufatura.

O artigo de Yasaei, Hernandez e Faruque (2020) propée um modelo direcionado
a dados, adaptativo e sensivel ao contexto, usando medidas de diferentes tipos de
sensores de uma estacdo de aguas residuais. O modelo usa redes neurais LSTM
para detectar anomalias tanto nos dispositivos quanto no ambiente.

O artigo usa Redes Neurais Convolucionais em conjunto com Redes Neurais Re-
correntes (CNN-RNN) para extrair caracteristicas e encontrar padrées em séries tem-
porais de um contexto especifico. A arquitetura usa dados de 20 sensores instalados
em um elevador de servico (CANIZO et al., 2019).

O trabalho de Jiang, Lee e Zeng (2020) aplicou duas técnicas de aprendizado pro-
fundo para estimar a vida util de rolamentos usando vetores de contexto. Os métodos
aplicados implementaram variagdes de redes convolucionais com multiplos canais e
redes LSTM com mecanismo de atengao.

O artigo de Stahl et al. (2019) usa deteccao de falhas em chapas de aco como
estudo de caso. Sao utilizadas redes neurais recorrentes bidirecionais com meca-
nismo de atencdo em conjunto com vetores de contexto, que representam cada um
dos estados do processo.

A Tabela 10 apresenta um comparativo entre os trabalhos selecionados e o modelo
proposto, indicando os critérios que foram utilizados na comparagao, juntamente com
o seu identificador no Corpus e os autores. O primeiro item, ap6s as referéncias,
indica se a ideia de contexto segundo Dey, Abowd e Salber (2001) foi implementada
no trabalho, o segundo e o terceiro itens apontam se os métodos e ferramentas foram
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citados de forma explicita pelos autores, e o ultimo item indica se houve uso de algum

tipo de ontologia no trabalho.

Tabela 10 — Comparativo dos trabalhos relacionados e modelo proposto.

ID Referéncias Contexto Métodos Ferramentas Ontologia
28 Wu et al. (2018) Sim Sim Sim Nao
35 Abbasi, Martinez e Ahmad (2021) Sim Sim Sim Sim
42 Ma et al. (2020) Sim Sim Sim Nao
47 Tripathi e Baruah (2020) Sim Sim Sim Nao
55 Majdani, Petrovski e Doolan (2016) Sim Sim Sim Nao
61 Huang, Zanni-Merk e Crémilleux (2019) Nao Sim Sim Sim
71 Yasaei, Hernandez e Faruque (2020) Sim Sim Nao Nao
79 Canizo et al. (2019) Sim Sim Sim Nao
99  Jiang, Lee e Zeng (2020) Sim Sim Nao Nao
103  Stahl et al. (2019) Sim Sim Sim Nao
Modelo Odisseu Sim Sim Sim Sim

Fonte: Elaborado pelo autor.

Em comparacdo com os trabalhos selecionados, o0 modelo Odisseu suporta nao
somente a ideia de contextos mas a utilizacao de historicos de contextos. Além disso,
diferentes métodos e ferramentas de ciéncia dados podem ser utilizados para o de-
senvolvimento dos servicos inteligentes suportados pelo modelo. Por fim, através do
uso de uma ontologia o Odisseu estabelece um elo de comunicacao entre os dados
dos historicos de contextos e os servigos inteligentes.
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4 MODELO ODISSEU

Este capitulo apresenta o modelo ODISSEU (Ontology Driven Industrial Smart Ser-
vices for Enterprise Use), cujo foco é o suporte ao gerenciamento de servigos inteli-
gentes para a Industria 4.0 usando como base histéricos de contextos. Inicialmente
apresentada a arquitetura do modelo, em seguida as estruturas de dados utilizadas e,
por fim, a ontologia denominada Odisseia.

4.1 Arquitetura

A Figura 17 apresenta a arquitetura do modelo, tendo como base a notagdo TAM
(Technical Architecture Modeling), proposta pela empresa SAP. A arquitetura esté or-
ganizada em diagramas de blocos para representar os agentes, repositorios e cone-

xbes envolvidos no processo (GROENE, 2021).

Figura 17 — Arquitetura do modelo Odisseu.
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Fonte: Elaborado pelo autor.

O objetivo do modelo € fornecer suporte ao gerenciamento de servigos inteligentes
a partir de dados gerados por sensores, imagens, dispositivos méveis ou vestiveis, e
sistemas ja utilizados na industria em questéo, usando o conceito de histéricos de con-
textos (RENTZ; HECKLER; BARBOSA, 2023). A seguir sao descritos os componentes
e suas funcionalidades:

» Worker: representa os trabalhadores de uma industria capazes de gerar dados
por diversos meios, tais como dispositivos vestiveis e cadmeras, além de poder
interagir com os servigos inteligentes suportados pelo modelo.
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» Systems: sistemas ja existentes na industria que podem fornecer dados relevan-
tes para o0 modelo, por exemplo, sistemas ERP.

» Sensors: sensores de ambiente instalados na industria capazes de gerar dados
numeéricos para coletas automaticas, como umidade e temperatura do ar.

» Wearables: dispositivos vestiveis com a capacidade de armazenar os dados
localmente (repositério Memory) para posterior sincronizacdo com o banco de
dados, por exemplo, pulseiras que medem frequéncia cardiaca e atividade ele-
trodérmica.

— Memory: repositério capaz de armazenar os dados coletados pelos senso-
res do dispositivo mesmo sem conexao com uma rede local ou a Internet.

» Cameras: cameras capazes de detectar movimentagédo de pessoas na industria
e armazenar as imagens em um servidor de videos.

» Database: repositério que recebe dados dos agentes Systems, Sensors e Wea-
rables, mantendo comunicagdo com a camada de aplicagéo.

 Video Server: repositorio de videos que recebe as imagens do agente Cameras,
mantendo comunicagao com a camada de aplicagao.

Application: camada de aplicagao responsavel por organizar e gerenciar os da-
dos armazenados no repositorio Database e as imagens armazenadas no repo-
sitério Video Server, mantendo um canal de comunicagdo com a ontologia.

* Reasoner: agente responsavel pelo reconhecimento e organizagéo de informa-
cbes de contexto (repositorio interno Ontology e agente Context Recognition),
mantendo comunicag¢dao com o repositério de histéricos de contextos, bem como
estabelecendo canais de comunicacdo com a camada de aplicacdo, a camada
de aprendizado de maquina e 0s servigos inteligentes.

— Ontology: repositério interno que representa a ontologia responsavel por ar-
mazenar a propria estrutura, além das configuragdes adicionais dos agentes
conectados, como parametros dos algoritmos de aprendizado de maquina.

— Context Recognition: agente responsavel pela identificacdo e organizagéao
de informagdes de contexto para o armazenamento de seus histéricos.

» Context Histories: repositorio de histéricos de contextos em formato de séries
temporais, que além de armazenar os dados de forma estruturada, fornecem
dados ja tratados para a ontologia.
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» Machine Learning: agente responsavel pelos algoritmos de aprendizado de ma-
quina utilizados por alguns dos servigos inteligentes suportados pelo modelo,
mantendo um canal de comunicacdo com o agente Reasoner. Exemplos de al-
goritmos sao Redes Neurais Artificiais (MLP) e Arvores de Decisdo (RF).

* Manager: gerente ou pessoa responsavel pela industria que faz requisicées aos
servigos inteligentes disponiveis no modelo.

* Intelligent Services: agentes responsaveis pelos servicos inteligentes que ve-
nham a ser criados com base em historicos de contextos.

— Indoor Location: agente responsavel por indicar a localizacao interna dos
individuos (/ndoor Location).

— Well-Being: agente responsavel por estimar o nivel do bem-estar subje-
tivo dos individuos, composto pelo indice de Bem-Estar e Satisfacéo (Well-
Being and Satisfaction Index), representado pelo agente WBSI que € des-
crito no Capitulo 5.

Os repositérios Database e Context Histories estdo organizados em estruturas de
dados interligadas, cuja principal funcéo € otimizar a consulta por parte dos servicos
inteligentes. A Secao 4.2 mostra a organizacao das estruturas de dados que envolvem
os dois repositérios em forma de um diagrama de banco de dados relacional.

O ponto central do modelo é o agente Reasoner, responsavel pela ontologia, que
atua como elo entre os dados gerados pelos sensores e demais entradas de dados
(armazenados nas estruturas de dados) e os servigos inteligentes, sendo o /ndoor
Location e o Well-Being os servigos implementados neste trabalho. A Secao 4.3 apre-
senta a ontologia em detalhes e explica o seu funcionamento.

4.2 Estruturas de Dados

Esta secéo explica as estruturas de dados que representam os repositorios Data-
base e Context Histories. Os demais repositorios presentes no modelo sdo o Video
Server, responsavel por armazenar arquivos gerados por cameras de video, o reposi-
torio Memory, que representa a memoria interna de dispositivos moveis ou vestiveis,
e o repositério Ontology, que representa a estrutura da ontologia, a ser apresentada e
descrita na préxima sec¢ao.

A Figura 18 mostra um diagrama de banco de dados com nove tabelas. Por ordem
de descricao, as oito primeiras sao referentes ao repositério Database e a Ultima se
refere ao repositério Context Histories. A seguir sdo descritas cada uma das tabelas
e suas funcionalidades:
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Figura 18 — Diagrama do banco de dados dos repositérios do modelo Odisseu.
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Elaborado pelo autor.

Person: responsavel por armazenar informagdes das pessoas que interagem
com o modelo, como nome (name) e fungéao (role).

SensorType: armazena os tipos de sensores instalados em uma determinada
industria (name) e a variavel medida pelo sensor (variable).

Sensor: representa cada um dos sensores presentes em uma industria (name)
e 0S seus respectivos tipos (idSensorType).

Spot: organiza os locais ou salas de uma industria (name) onde podem estar
presentes um ou mais sensores.

SensorSpot: agrupa os sensores (idSensor) instalados em uma determinada
sala ou local (idSpot).

Wearables: identifica equipamentos vestiveis (name) e descreve suas funciona-
lidades (description), podendo agregar sensores e ser usado por pessoas.

PersonWearable: agrupa uma determinada pessoa (idPerson) e 0s equipamen-
tos vestiveis que esteja usando (idWearable).

SensorWearable: responsavel por agrupar os sensores (idSensor) presentes em
um determinado equipamento vestivel (idWearable).
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* History: armazena cada historico de contextos gerado por um determinado sen-
sor (idSensor) em um local especifico (idSpot) com 0 momento de geracao (ti-
mestamp) e o valor do dado (value).

As tabelas Person, Sensor, SensorType, Wearable, Spot e History possuem identi-
ficadores Unicos (chaves primarias), representados pelo prefixo id e o nome da tabela.
As tabelas PersonWearable, SensorWearable e SensorSpot representam agrupamen-
tos entre outras tabelas, usando seus identificadores para compor a chave.

Os campos da tabela History representam a ideia de contexto como proposto por
Dey, Abowd e Salber (2001), onde uma informacgao de contexto é composta pelo tempo
(timestamp), local (idSpot), identidade (idSensor) e status (value). O histérico de
contextos armazena varias informacoes de contexto que ocorreram em sequéncia.

4.3 Ontologia Odisseia

Esta secdo descreve a ontologia utilizada no modelo Odisseu, a qual recebeu o
nome de Odisseia. A ontologia tem como principal objetivo agir como elo entre a ca-
mada de aplicagdo e os servigos inteligentes, reconhecendo contextos e consultando
dados de seus histéricos, bem como interagindo com algoritmos de aprendizado de
maquina. A Figura 19 apresenta a ontologia com suas classes, instancias e relagdes.

A biblioteca Owliready foi utilizada para a criagao das classes, relagdes e indivi-
duos da ontologia, usando o conceito de Programacéao Orientada a Ontologias. Esse
conceito possibilita criar classes e relagées como se fossem classes da Programacéao
Orientada a Objetos, e individuos como se fossem objetos de uma classe, a partir de
instancias de classes. Um script desenvolvido na linguagem de programacao Python
armazena a ontologia em um arquivo no formato OWL, que pode ser editado por ou-
tras ferramentas (LAMY, 2017, 2021).

A ferramenta Protégé foi escolhida para a criacao do grafico da ontologia, pois ofe-
rece a possibilidade de visualizagdo de todos os componentes, indicando classes com
um circulo amarelo e individuos com um losango roxo, posicionados a esquerda do
nome do componente. Apesar desta tese ter usado o Protégé somente para visuali-
zagao, a ferramenta também permite a edigdo da ontologia (MUSEN, 2015).

A classe Industry é responsavel por classificar a industria em questdo, com sub-
classes representando os segmentos industriais propostos pela Organizacéo Interna-
cional do Trabalho, uma agéncia das Nacbes Unidas, que classificou os segmentos
industriais em 22 tipos (Tabela 22 do Apéndice). A figura mostra os trés segmentos
com maior numero de ocorréncias na revisao sistematica. A subclasse GeneralPur-
pose representa o segmento Propdsito geral / outros, a subclasse TransEquipManu se
refere ao segmento Fabricacdo de equipamentos de transporte e a subclasse Mecha-
ElectriEng, usada como estudo de caso, indica o segmento Engenharia mecanica e
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elétrica e possui o individuo HTMicronSemicon, representando a HT Micron Semicon-
dutores, onde foi conduzido o experimento de coleta de dados.

O ontologia Odisseia estendeu a ontologia OntoLearnWell (ARRUDA et al., 2023b),
baseada em contextos e orientada ao bem-estar emocional em um ambiente educaci-
onal. Foram utilizadas as classes SelfReport, Person, Resource, Wristband, Context,
History, Room, FixedBeacon, MobileBeacon, Status (renomeada para DataStatus),
BodyTemp, HeartRate, ElectrodermAct, Time, Location e Identity. As classes foram
adaptadas ao ambiente industrial e serao descritas individualmente de acordo com
suas funcionalidades na ontologia.

As classes Line, Machine e Sensor fazem parte da ontologia OntoLSTM (HUANG;
ZANNI-MERK; CREMILLEUX, 2019), estendida pela ontologia proposta. Line se re-
fere a uma linha de montagem, Machine representa as maquinas que compdem essa
linha e Sensor indica os sensores que monitoram as maquinas. Portanto, a ontologia
indica que uma determinada inddstria possui uma linha de montagem com maquinas
monitoradas por sensores.

A industria em questao também possui sistemas, representados pela classe Sys-
tem, que apresenta como exemplos as instancias POAS, MES e ODISSEU. A instan-
cia POAS se refere aos sistemas de captura de dados em tempo real, MES representa
os sistemas de ch&o de fabrica e ODISSEU representa o modelo proposto. Assim
como 0s sensores, 0s sistemas também produzem dados que serdo utilizados pelos
servigos inteligentes.

A classe DataStatus representa os tipos de dados tratados pela ontologia e pos-
sui quatro subclasses: Number, Text, Video e Picture. A instancia Number se refere
aos valores numéricos gerados tanto pelos sensores como pelos sistemas, Text cor-
responde aos dados alfanuméricos originados pelos sistemas, Video representa as
imagens produzidas por cameras de video e Picture indica imagens estaticas.

Em conjunto com as classes Time, Location e Identity, a classe DataStatus compde
uma informacao de contexto, representada pela classe Context. Conforme mencio-
nado nos capitulos anteriores, informagdes de contexto sédo formadas por uma identifi-
cacao unica (Identity), o local em que a informacao foi coletada (Location), o momento
na linha do tempo em que ocorreu o evento (Time) e o valor do dado propriamente dito,
também referenciado como status da informacao (DataStatus).

A classe History representa os dados histéricos das informacdes de contexto pro-
duzidas pela classe Context. Os histéricos de contextos sdo necessarios para que
0s servicos inteligentes, representados pela classe IntelService, possam funcionar. O
indice de bem-estar que sera apresentado no préximo capitulo (WBSI), faz parte do
servico inteligente de bem-estar subjetivo, aqui representado pela instancia WellBeing.
A instancia IndoorLocation é referente ao servico de localizagdo de funcionarios no
interior da fabrica. A classe Module representa um modulo de software e possui a
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instancia ULISSES, referente ao protétipo evolutivo que usa os servigos inteligentes
IndoorLocation e WellBeing.

Os algoritmos de aprendizado de maquina fazem parte dos servigos inteligen-
tes, representados pela classe MachinelLearning, que é uma subclasse de DataSci-
ence. Cinco subclasses exemplificam os algoritmos usados pelos servigos inteligen-
tes: LSTM, GRU, SVM, RF e MLP. Todos os algoritmos citados constam na revisao
sistematica apresentada no Capitulo 3 e estdo na Tabela 20 do Apéndice B. Os in-
dividuos RF50 e MLP50 representam instancias dos algoritmos de aprendizado de
maquina utilizados pelo servigo IndoorLocation.

A classe Forecast representa a capacidade dos algoritmos de aprendizado de ma-
quina de realizar predicdo de valores futuros baseado em dados do passado. Para
isso, as predicbes podem utilizar partes de um histérico de contextos, representadas
pela classe Cycle, que utiliza a quantidade minima de dados capaz de fazer a predi-
cao. Essa quantidade minima de dados pode variar de acordo com os tipos de dados
utilizados e deve ser obtida por meio de testes com diferentes tamanhos de janelas.

E importante ressaltar que apesar de funcionar em conjunto com os servigos in-
teligentes usando histéricos de contextos, os algoritmos de aprendizado de maquina
também sdo capazes de realizar predi¢des usando séries temporais, representadas
pela classe TimeSeries. Séries temporais sdo compostas por valores de dados (Da-
taStatus) ordenados na linha do tempo (Time).

A Tabela 11 mostra as relagdes entre as classes da ontologia, que sao utilizadas
em consultas escritas na linguagem SPARQL para retornar conjuntos de dados arma-
zenados como individuos da ontologia.

A classe SelfReport representa os dois tipos de autorrelato suportados pela on-
tologia. O primeiro tipo é representado pela classe SAM, que se refere a Self As-
sessment Manikin e leva em consideragéo as dimensoes valéncia (prazer-desprazer),
representada pela classe Valence, excitacao (agitacao-relaxamento), classe Arousal,
e dominancia (submissao-controle), classe Dominance. A técnica parte do uso de fi-
guras (manequins), ou seja, € uma escala pictoria simples, que utiliza cinco imagens
para representar cada uma das trés dimensdes (BRADLEY; LANG, 1994).

O segundo tipo de autorrelato suportado pela ontologia é a Escala de Afetos Po-
sitivos e Negativos (Positive and Negative Affect Schedule), representada pela classe
PANAS, que foi utilizada no experimento com o objetivo de estimar o bem-estar subje-
tivo dos participantes. A classe PositiveAffect representa os afetos positivos e a classe
NegativeAffect, os afetos negativos (WATSON; ANNA; TELLEGEN, 1988). A escala foi
validada para portugués e a Tabela 18 do Capitulo 5 apresenta os afetos equivalentes
representados como classes da ontologia (CARVALHO et al., 2013).

As classes ElectrodermAct, HeartRate e BodyTemp representam os sinais vitais
atividade eletrodérmica, frequéncia cardiaca e temperatura da pele, respectivamente.
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Classe Relagao Classe Classe Relagao Classe
Context hasDataStatus DataStatus Machine precedesMachine Machine
Context produceHistory History Machine hasSensor Sensor
Context hasldentity Identity MachineLearning makesForecast Forecast
Context hasLocation Location Module useslntelService IntelService
Context hasTime Time Person attendsIndustry Industry
Cycle composesHistory History Person usesResource Resource
Forecast usesCycle Cycle Person answersSelfReport  SelfReport
Forecast usesHistory History Room hasResource Resource
Forecast needsTimeSeries TimeSeries Sensor producesNumber Number
Industry hasLine Line System hasModule Module
Industry hasRoom Room System producesNumber Number
Industry hasSystem System System producesText Text
IntelService usesMachinelLearning MachineLearning TimeSeries needsDataStatus DataStatus
Line precedesLine Line TimeSeries needsTime Time

Line hasMachine Machine

Fonte: Elaborado pelo autor.

Sao subclasses da classe Number pois os valores das medidas dos sensores sao
registrados em formato numérico.

A classe Person representa as pessoas que trabalham na industria e possui as
subclasses Manager (Gerente) e Worker (Funcionario). O gerente é representado
pelo individuo Homero e o funcionario representado pelo individuo Penelope. Os in-
dividuos Homero e Penelope sdo codinomes utilizados para manter a privacidade dos
participantes do experimento (TESSON, 2019).

A classe Room indica os tipos de salas presentes na industria, representadas pelas
subclasses BackEnd, DiePrep e InLine, que possui o individuo CleanRoom. No ex-
perimento, o individuo CleanRoom representa a sala utilizada para a coleta de dados
relacionada com o individuo HTMicronSemicon, que por sua vez representa a préopria
HT Micron Semicondutores como um individuo da classe MechaElectriEng.

A classe Resource representa os recursos utilizados na industria, subdividindo-
se em beacons fixos e moveis (subclasses FixedBeacon e MobileBeacon), pulseiras
(subclasse Wristband) e cintas peitorais (subclasse ChestStrap). O individuo Po-
larH10 é um exemplo de cinta peitoral com sensor de frequéncia cardiaca que foi
cogitado para o experimento, mas que nao chegou a ser utilizado em funcdo das
pulseiras serem dispositivos mais praticos para utilizacdo (SCHAFFARCZYK et al.,
2022). O individuo EmpaticaE4 representa a pulseira utilizada no experimento, res-
ponsavel por coletar os sinais vitais dos participantes, como atividade eletrodérmica,
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frequéncia cardiaca e temperatura da pele (EMPATICA, 2021). O individuo HT325X
representa um dos beacon médveis utilizados no experimento e melhor detalhado no
préoximo capitulo (HTMICRON, 2022). O individuo Penelope usa os recursos Em-
paticaE4 e HT32S5X. Os individuos FixBea150, FixBea151, FixBea152 e FixBea153
representam os beacons fixos instalados na sala limpa (individuo CleanRoom).

A Tabela 12 apresenta as métricas da ontologia geradas pelo software Protégé,
incluindo o niumero de axiomas, classes, propriedades e individuos. Sao mostrados
os valores iniciais imediatamente ap6s a criagdo da ontologia e os valores com os da-
dos dos histéricos de contextos, importados posteriormente e detalhados no préximo
capitulo juntamente com os outros dados utilizados no experimento.

Tabela 12 — Métricas da ontologia Odisseia.

Métrica Valor Inicial Valor com Histéricos
Axiomas 385 1015113
Axiomas légicos 245 870009
Axiomas de declaracao 140 145104
Classes 93 93
Propriedades de objetos 28 28
Propriedades de dados 1 6
Individuos 19 144978

Fonte: Elaborado pelo autor.
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5 AVALIACAO E RESULTADOS

Esta tese propds um modelo computacional para servigos inteligentes voltados
para a Industria 4.0, com foco na localizacao de funcionarios nas instalagdes de uma
industria de semicondutores e no seu bem-estar, utilizando histéricos de contextos. A
questao de pesquisa foi definida na Secéo 1.1: “Como seria um modelo computacional
para gerenciamento de servigcos inteligentes em ambientes industriais baseado na
analise de histéricos de contextos?”

Neste sentido, a proposta para avaliagdo do modelo consistiu na coleta e trata-
mento dos dados obtidos, além do treinamento e testes dos algoritmos antes da exe-
cucao dos servicos inteligentes implementados em um protétipo funcional. Na analise
de resultados, os histéricos de contextos sdo consultados para indicar a posicao de
uma pessoa na sala limpa de uma industria e para prever seu bem-estar subjetivo por
meio de afetos positivo e negativos, usando um indice proposto.

O modelo Odisseu propde a utilizacao de dados coletados de sensores e de formu-
larios de autorrelato armazenados em formato de séries temporais de contexto para
uso em ambientes industriais. Os dados sado organizados pela ontologia intitulada
Odisseia, responsavel por integrar as diferentes fontes de dados até a execugéao dos
servigos inteligentes por meio de um méddulo de software de um protétipo evolutivo
denominado Ulisses.

Dessa forma, a avaliagdo buscou responder as seguintes questdes especificas de
pesquisa, definidas na Secao 1.1: a) “Como deve ser um modelo computacional para
suportar de forma genérica servicos inteligentes baseados em histéricos de contextos
gerados por diferentes fontes de dados em ambientes industriais?” b) “De que forma
seria aplicada uma ontologia como base para um modelo computacional baseado em
historicos de contextos voltado para a Industria 4.0?” ¢) “Como seria um servico inteli-
gente voltado para a localizagédo de funcionarios em ambientes industriais indoor com
base em histdricos de contextos?” d) “E possivel criar um servico inteligente baseado
em histéricos de contextos para acompanhamento do bem-estar, usando um indice
gque mede o bem-estar subjetivo no ambiente de trabalho por meio de questdes de
autorrelato e dos sinais vitais dos funcionarios de uma industria?”

O desenvolvimento de dois servigos inteligentes respondeu a primeira questao de
pesquisa, onde diversas fontes de dados foram utilizadas para armazenar historicos
de contextos utilizados pelos servigos. A utilizacao de uma ontologia como elemento
de ligagéo entre os dados dos historicos de contextos e os servigos inteligentes, res-
pondeu a segunda questdo de pesquisa. A terceira e quarta questdes de pesquisa
foram respondidas ap6s a analise dos dados de localizacao interna e da estimativa
do bem-estar subjetivo dos voluntarios da HT Micron Semicondutores S.A. durante a
coleta de dados do experimento.
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A avaliagao ocorreu em trés etapas. A primeira envolveu a coleta de dados de di-
ferentes tipos de sensores (Secao 5.1). A segunda ocorreu com a coleta de dados de
autorrelato (Secao 5.2). A terceira consistiu na implementacao dos servicos inteligen-
tes propostos e na integracdo dos servicos em um prot6tipo evolutivo (Secéo 5.3).

Para a realizagdo da coleta de dados, um projeto foi submetido ao Comité de Etica
e Pesquisa da Universidade do Vale do Rio dos Sinos e aprovado com o Certificado
de Apresentacdo para Apreciagdo Etica (CAAE) n. 70918323.7.0000.5344. Os vo-
luntarios que participaram da coleta assinaram um Termo de Consentimento Livre e
Esclarecido (TCLE) disponivel no Apéndice E.

5.1 Coleta de Dados de Sensores

Os sensores utilizados no experimento coletaram dados de localizagéo dos funci-
onarios da fabrica por meio de beacons fixos e moveis, seus sinais vitais através de
uma pulseira, além de informacbées do ambiente geradas por sensores previamente
instalados na sala limpa onde ocorreu o experimento.

Foram coletados dados de localizagéo de cinco funcionarios da HT Micron Semi-
condutores do time de produgéo, convidados pela empresa e que participaram por
adesdo, que corresponde ao numero de beacons moveis disponiveis para o expe-
rimento. Os voluntarios tiveram os dados coletados durante cinco dias durante um
turno de trabalho de oito horas.

Para a coleta dos dados correspondentes aos sinais vitais, ocorreu um reveza-
mento da pulseira utilizada em funcdo de somente haver um equipamento disponivel.
Cada funcionario utilizou a pulseira durante um turno de trabalho.

Os dados dos sensores de ambiente foram fornecidos pela HT Micron como parte
do projeto Intelligent Factory, que possibilitou a conducdo do experimento na sala
limpa da fabrica (SILVEIRA et al., 2020).

5.1.1 Localizacao

Antes da coleta dos dados de localizacdo no ambiente de producéo foram definidos
dez pontos de interesse na sala limpa, que correspondem a locais estratégicos para
identificacao do posicionamento dos funcionarios. Além disso, foram definidos quatro
pontos para a instalagcdo dos beacons fixos, responsaveis por medir a intensidade do
sinal dos beacons moveis.

A partir da definicdo dos pontos de interesse e dos locais de instalagcao dos bea-
cons fixos, foi realizada uma coleta inicial para o treinamento dos algoritmos de apren-
dizado de maquina utilizados pelos servigos inteligentes. O processo ocorreu com 0
posicionamento de um beacon mdvel no local de cada um dos pontos de interesse.
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Em seguida, foram criados vetores de atributos com as combinag¢des dos valores de
cada beacon fixo em relagcado aos pontos de interesse. A Tabela 13 mostra 0 numero
de leituras da intensidade do sinal RSSI para cada ponto de interesse, totalizando
1066 registros, o0 numero de leituras ap6s a exclusdo das leituras com valores repe-
tidos, totalizando 190 registros unicos, e o numero de vetores de atributos gerados,
totalizando 39841 registros.

Tabela 13 — Numero de leituras do sinal RSSI de cada ponto de interesse.

Ponto de interesse Registros Registros unicos Vetores de atributos

0 144 22 1440
1 84 15 144
2 150 36 33660
3 106 17 448
4 112 10 300
5 100 23 1080
6 94 21 1800
7 106 16 240
8 89 12 81
9 81 18 648

Fonte: Elaborado pelo autor.

Durante o experimento foram coletados 36823 registros de RSSI dos quatro be-
acons fixos, sendo que 18 estavam corrompidos, restando entdo 36805 registros. A
Tabela 14 mostra o total de registros de cada voluntario ao longo dos cinco dias de
coleta e o numero de registros diarios.

Tabela 14 — NUmero de leituras do sinal RSSI dos voluntarios durante a coleta de dados.

Voluntario Registros Dia1 Dia2 Dia3 Dia4 Dia5

1 8365 1622 1644 1815 1614 1670
2 4628 0 1265 1686 0 1677
3 7012 1611 1829 1823 1742 7
4 8395 1657 1509 1702 1821 1706
5 8405 1572 1697 1718 1748 1670

Fonte: Elaborado pelo autor.

Os beacons fixos e moveis foram desenvolvidos pela HT Micron utilizando o iMCP
HT32SX, um Circuito Integrado Multicomponentes voltado para aplicagdes com foco
em Internet das Coisas (HTMICRON, 2022).
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5.1.2 Sinais Vitais

A pulseira Empatica E4 foi utilizada para a coleta dos sinais vitais dos funciona-
rios da HT Micron Semicondutores. O equipamento ja foi usado em outros estudos
para deteccéo de estresse em criangas (COSKUN et al., 2023), para medir interagdes
diadicas (MILSTEIN; GORDON, 2020), para deteccao precoce de ataques de enxa-
queca (KOSKIMAKI et al., 2017), entre outros tipos de pesquisa que envolvem dados
provenientes de sinais vitais humanos.

O dispositivo conta com sensores que coletam os sinais vitais e armazenam o0s
dados ja em formato de séries temporais no padrao CSV, onde cada registro de in-
formacao € separado por virgulas, o que facilita o processo de andlise dos dados.
Além da coleta de dados de sensores, a pulseira tem um botdo que pode registrar um
evento ocorrido na linha do tempo (EMPATICA, 2021). A Tabela 15 mostra cada um
dos arquivos gerados e a frequéncia de coleta, quando se aplicar.

Tabela 15 — Arquivos gerados pela Empatica E4.

Nome do arquivo Descricao Frequéncia (Hz)
ACC.CSV Acelerbmetro de 3 eixos 32
BVP.CSV Fotopletismografo (pulso de volume sanguineo) 64
EDA.CSV Atividade eletrodérmica 4
HR.CSV Frequéncia cardiaca média (do BVP) 1
IBI.CSV Tempo entre batimentos cardiacos (do BVP) N/A
TAGS.CSV Eventos do botéo N/A
TEMP.CSV Temperatura da pele 4

Fonte: Elaborado pelo autor.

Cada voluntario usou a pulseira uma vez durante o turno diario de trabalho. A
Tabela 16 mostra o numero de registros coletados por dia, 0 nimero de registros de
cada arquivo CSV e o numero de registros agrupados pela menor frequéncia.

Tabela 16 — Registros coletados por dia com a Empatica E4.

Dia Registros ACC BVP EDA HR IBl TEMP Agrupados
1 2988488 910260 1820445 113772 28435 1800 113776 28435
2 3144908 956136 1912251 119496 29869 7644 119512 29869
3 2964956 902094 1804110 112734 28180 5086 112752 28180
4 3145264 957990 1915947 119736 29927 1920 119744 29927
5 3002839 914262 1828343 114294 28548 3120 114272 28548

Fonte: Elaborado pelo autor.
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5.1.3 Ambiente

Sensores de ambiente instalados na industria sdo capazes de gerar dados numé-
ricos para coletas automaticas, como concentracédo de particulas, umidade relativa e
temperatura do ar. Esses dados foram fornecidos pela HT Micron Semicondutores e
fazem parte do projeto Intelligent Factory, conduzido em suas instala¢des. A concen-
tracdo de particulas € medida em pés cubicos (particles/ft3), a umidade relativa em
porcentual (%RH) e a temperatura em graus Celsius (°C) (SILVEIRA et al., 2020).

Os dados sao armazenados pela industria em um banco de dados especifico para
séries temporais chamado InfluxDB (NAQVI; YFANTIDOU; ZIMANY!I, 2017), porém
foram exportados como arquivos CSV para uso neste trabalho. A Tabela 17 mostra o
total diario de quatro sensores de umidade, quatro sensores de temperatura e quatro
sensores de particulas, instalados na sala do experimento. Os sensores de umidade
e temperatura coletam um registro por minuto (0,0167 Hz) e os sensores de particulas
coletam um registro a cada quinze minutos (0,0011 Hz).

Tabela 17 — Registros de sensores de ambiente coletados por dia.

Dia Umidade Temperatura Particulas

1 2160 2160 280
2 2160 2160 384
3 2160 2160 384
4 2160 2160 384
5 2156 2156 248

Fonte: Elaborado pelo autor.

5.2 Coleta de Dados de Autorrelato

Com o objetivo de medir o bem-estar subjetivo dos participantes, foi utilizada a
escala PANAS, que analisa os afetos positivos e negativos por meio de vinte tipos de
afetos, sendo dez positivos e dez negativos (WATSON; ANNA; TELLEGEN, 1988).

A escala PANAS foi inicialmente concebida na lingua inglesa e posteriormente va-
lidada para o portugués, sendo que o tipo de afeto proud foi desconsiderado no pro-
cesso de validacdo por apresentar dupla conotacdo. A Tabela 18 apresenta os tipos
de afetos da escala e suas versdes original e traduzida (CARVALHO et al., 2013).

Para a aplicacdo da escala PANAS foi utilizado um formulario online onde cada
um dos afetos foi indicado pelo funcionario ao final do expediente de trabalho usando
uma escala Likert, que utiliza valores entre 1, para menor intensidade do afeto, e 5,
para a maior intensidade (PIRES et al., 2013). Ao todo foram coletados 24 registros
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Tabela 18 — Escala de Afetos Positivos e Negativos (PANAS).

Tipo de Afeto Original em Inglés Traduzido para Portugués

Positivo Active
Positivo Alert
Positivo Attentive
Positivo Determined
Positivo Enthusiastic
Positivo Excited
Positivo Inspired
Positivo Interested
Positivo Proud
Positivo Strong
Negativo Afraid
Negativo Ashamed
Negativo Distressed
Negativo Guilty
Negativo Hostile
Negativo Irritable
Negativo Jittery
Negativo Nervous
Negativo Scared
Negativo Upset

Ativo

Alerta

Atento
Determinado
Entusiasmado
Empolgado
Inspirado
Interessado
N/A

Forte

Com medo
Envergonhado
Aflito

Culpado
Hostil

Irritavel
Inquieto
Nervoso
Apavorado
Chateado

Fonte: Elaborado pelo autor.

de autorrelato, pois um dos voluntarios precisou se ausentar durante o turno. Os
itens da escala sdo: “Nem um pouco”, “Um pouco”, “Moderadamente”, “Bastante” e
“Extremamente”. O Apéndice F mostra o formulario completo de aplicacdo da escala.

5.3 Servicos Inteligentes

Esta secdo tem como objetivo apresentar os servicos inteligentes Indoor Location,
responsavel por indicar a posicao de um funcionario no interior da fabrica, e Well-
Being, que € responsavel pela mensuragédo do bem-estar subjetivo no ambiente de
trabalho e composto pelo WBS! (indice de Bem-Estar e Satisfacdo ou Well-Being and
Satisfaction Index). Também é apresentado o protétipo Ulisses, que integra os servi-

¢os inteligentes.
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5.3.1 Indoor Location

O experimento que validou o servico inteligente de localizacao interna foi condu-
zido na Sala Limpa da HT Micron Semicondutores. Foram instalados quatro bea-
cons fixos e escolhidos dez pontos de interesse para o treinamento dos algoritmos de
aprendizado de maquina. O objetivo dos pontos de interesse é apontar onde é mais
importante localizar alguém para o responsavel pela industria. A Figura 20 mostra os
beacons fixos como retdngulos azuis e os pontos de interesse como circulos verdes.

Figura 20 — Planta baixa da sala limpa da HT Micron Semicondutores, onde foram instalados
os beacons fixos (retangulos azuis) e definidos os pontos de interesse (circulos verdes).
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Fonte: Elaborado pelo autor.

Em cada ponto de interesse foi utilizado um beacon mével que recebeu sinais RSSI
dos beacons fixos instalados no ambiente. Devido ao grande numero de equipamen-
tos de radio que utilizam a frequéncia 2.4 GHz, optou-se por usar uma frequéncia mais
baixa, de 915 MHz, para evitar interferéncia e perda do sinal. Os beacons fixos foram
instalados préximos ao teto para evitar obstaculos e ligados a rede elétrica local. Os
beacons méveis foram energizados por pilhas e encapsulados em forma de bracele-
tes vestiveis. Diferentes intervalos de captura dos sinais RSSI foram testados a fim de
otimizar a precisdo da localizagdo e o consumo das pilhas.
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Para o desenvolvimento e implantacdo do software, que inclui os algoritmos de
aprendizado de maquina, foi utilizada a linguagem de programacgao Python (VAN ROS-
SUM; DRAKE, 2009) e os conjuntos de bibliotecas de aprendizado de maquina Scikit-
learn (PEDREGOSA et al., 2011) e Keras (CHOLLET et al., 2015), amplamente usa-
dos pela comunidade cientifica, visando otimizar o tempo de desenvolvimento e im-
plantacdo do sistema na industria.

Os dados foram organizados em formato de vetor de atributos para o treinamento
dos algoritmos. No pré-processamento, os dados coletados mais de uma vez com o
mesmo valor foram excluidos. O vetor € composto pelo produto cartesiano dos valores
de RSSI de cada um dos pontos fixos, ou seja, todas as combinag¢des dos valores dos
quatro pontos fixos em relacdo a um determinado ponto mével.

Do total de vetores de atributos (39841), 60% (23904) foi usado para treinamento,
20% (7969) para testes e 20% (7968) para validacdo. Os algoritmos de aprendizado
de maquina utilizados foram o Random Forest (RF) e um Bagging do Multilayer Per-
ceptron (MLP). Os algoritmos escolhidos estdo entre os métodos de ciéncia de dados
mais constantes na revisdo sistematica do Capitulo 3 (RF apareceu 14 vezes e MLP
apareceu 8 vezes). O algoritmo RF é uma colecao de arvores de decisao que escolhe
a melhor opgéo entre as classes envolvidas. As arvores de decisdo séo inicializadas
de forma independente e tem um voto Unico para a melhor classe. O algoritmo MLP &
uma rede neural artificial que usa neurénios interconectados entre as camadas, dividi-
das entre camada de entrada, camadas ocultas e camada de saida. O Bagging é uma
técnica que combina diferentes versdes de um modelo com o objetivo de melhorar a
precis&o, usando subconjuntos dos dados originais de forma aleatéria e agregando os
resultados individuais na previsao final. Como o RF usa essa técnica de forma nativa,
foi incorporada ao MLP para tornar a comparagéao mais justa.

A Figura 21 mostra os resultados da comparagao em formato de dezoito boxplots,
sendo nove para cada algoritmo com variagdes de inicializagao e configuragdo. Todas
as medianas de RF chegaram a 100% e as de MLP ficaram entre 99,5% e 100%.
Tanto RF como MLP apresentaram acuracia de 100% e correlacao (MCC) de +1 na
validacdo. Foi realizada validacao cruzada com 10 grupos e utilizadas trés variacdes
de seed para a inicializacdo dos modelos (42, 123, 789) e trés variacdes para o nu-
mero de arvores de decisdo de RF e para os neurbnios da camada oculta de MLP
(10, 25, 50). Apbs o treinamento, os modelos foram validados in loco pelo time da HT
Micron Semicondutores nas instalacoes da fabrica.
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Figura 21 — Resultados da comparagéo entre os modelos RF e MLP para o Indoor Location.
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Fonte: Elaborado pelo autor.

Dessa forma, o algoritmo RF foi escolhido para uso no protétipo evolutivo responsa-
vel por indicar a localizagao, usando dados dos histéricos de contextos com os valores
do sinal RSSI dos beacons fixos e retornando a posi¢do do beacon maével.

5.3.2 Well-Being (WBSI)

Para propor o indice de Bem-Estar e Satisfacdo (Well-Being and Satisfaction In-
dex), foram utilizados dados de sensores que medem 0s sinais vitais e dados de for-
mularios de autorrelato voltados para o bem-estar subjetivo. Os sinais vitais utilizados
para a concepc¢ao do indice foram a atividade eletrodérmica e o pulso de volume san-
guineo em conjunto com os dados obtidos pela aplicacao da escala PANAS. O valor
do indice representa a qualidade do bem-estar subjetivo de um determinado dia.

A Figura 22 mostra dados de atividade eletrodérmica (EDA) coletados com a pul-
seira Empatica E4 e tratados com a biblioteca NeuroKit2 usando a linguagem Python.
A bilioteca foi desenvolvida para o processamento de dados neurofisiolégicos, como
atividade cardiaca e respiratoria, além da atividade eletrodérmica. Na parte superior
da figura (A) aparece o sinal de EDA bruto e limpo. Na parte do meio (B) estao os
dados de resposta de condutancia da pele. Na parte inferior inferior (C) esta o nivel
de condutancia da pele (MAKOWSKI et al., 2021).
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Figura 22 — Amostra de dados da atividade eletrodérmica coletados durante dez minutos.
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Fonte: Elaborado pelo autor.

A atividade eletrodérmica € um sinal vital importante a ser considerado para andlise
do bem-estar subjetivo, pois esta relacionada com o estresse no ambiente de trabalho.
Estresse € um conceito que se refere a aspectos psicolégicos e biolégicos, podendo
ocorrer durante diferentes situagdes cognitivas e emocionais (KOLDIJK; NEERINCX;
KRAAIJ, 2018). Variagcbes em parametros fisiolégicos, como atividade eletrodérmica,
podem ser atribuidas a situagdes de estresse (CAVALLO et al., 2021).

Além da atividade eletrodérmica, o pulso de volume sanguineo também & um sinal
vital importante para a analise do bem-estar subjetivo. A Figura 23 mostra dados de
uma fotopletismografia de um dos voluntarios do experimento em um momento alea-
tério do tempo, que mede o pulso de volume sanguineo, com o objetivo de identificar
variacées no sinal vital que indiguem alteragdes de estresse. A parte superior es-
querda da figura (A) mostra o sinal bruto e limpo e os picos de atividade sistélica. A
parte inferior esquerda (B) mostra a frequéncia cardiaca. Na parte direita da figura (C)
estd a média do formato de batidas do coracao (LISOWSKA; WILK; PELEG, 2021).
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Figura 23 — Amostra de dados do fotopletismégrafo coletados durante dois minutos.
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Fonte: Elaborado pelo autor.

Para compor o indice de bem-estar e satisfacao, foram definidas as variaveis EDA,
correspondente a dados de atividade eletrodérmica, e BVP, correspondente a dados
de pulso de volume sanguineo (Equagéo 5.1).

EDA = peaks+mazamp-+meanamp+ stdamp~+meanris+ stdris; BV P = peaks (5.1)

A variavel EDA é composta pelas variaveis peaks que corresponde ao numero de
picos de atividade ocorridas em um determinado intervalo de tempo, maxamp corres-
ponde a amplitude maxima alcancada pelos picos, meanamp é a média da amplitude
dos picos, stdamp é o desvio padrao da amplitude, meanris corresponde a média do
tempo de subida dos picos e stdris € o desvio padrdo da média do tempo de subida
do picos. A variavel BVP é composta pela variavel peaks que corresponde ao nimero
de picos sistélicos ocorridos em um determinado intervalo de tempo, utilizada para
desambiguacéo dos picos de EDA e BVP.

Em conjunto com os sinais vitais, os afetos coletados por meio da escala PANAS
também compdem o indice. Afetos positivos podem ser definidos como vivéncias de
emocdes como alegria, felicidade, contentamento ou excitacdo. As medidas de afetos
positivos avaliam como um determinado individuo se sente em um periodo de tempo
especifico, como parte de um dia ou durante um expediente de trabalho. Situacdes
de estresse podem ser amortecidas pelos sentimentos de afetos positivos (OKELY;
WEISS; GALE, 2017).
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A variavel WBSI representa a formula do indice, sendo composta pela diferenca
dos afetos positivos (pos) e negativos (neg) dividido por dois, somado com a raiz
sétima do somatério da variavel EDA mais o logaritmo da variavel BVP. A raiz sétima
foi utilizada levando em consideracao as seis variaveis de EDA mais a variavel de BVP.
O logaritmo foi utilizado para reduzir a escala de BVP (Equagéo 5.2).

(pos — neg)
2

As variaveis pos e neg correspondem, respectivamente, aos percentuais de afe-
tos positivos e negativos da escala PANAS. Para o calculo do percentual é atribuido
um valor numérico para cada elemento da escala, sendo 1 para “Nem um pouco”,
2 para “Um pouco”, 3 para “Moderadamente”, 4 para “Bastante” e 5 para “Extrema-
mente”. Assim, o0 maximo de pontos a serem atribuidos para afetos positivos é 45,
devido a exclusao do afeto proud na validacao brasileira da escala, e 50 para afetos
negativos (CARVALHO et al., 2013).

A partir dos percentuais obtidos e levando em consideragdao a média e o desvio pa-
drao do trabalho original de Watson, Anna e Tellegen (1988), que leva em considera-
céo os afetos do dia da coleta, foram atribuidos valores para cada faixa de percentual.
Os afetos positivos abaixo de 42% foram considerados baixos (low) e tiveram o valor 1
atribuido, entre 42% e 75% foram considerados médios (average) e receberam o valor
2, e os afetos acima de 75% foram considerados altos (high) e clasificados com o valor
3. Os afetos negativos abaixo de 20% foram considerados baixos (valor 1), entre 20%
e 45% considerados médios (valor 2) e acima de 45% considerados altos (valor 3).

Como a coleta de dados dos sinais vitais ocorreu apenas uma vez para cada volun-
tario, foi necessario gerar dados sintéticos para validar o indice proposto. Para isso foi
utilizada a biblioteca SDV para a linguagem Python, capaz de gerar dados sintéticos
mantendo as propriedades estatisticas. A biblioteca implementa o método estatistico
Cépula Gaussiana para geracdo dos dados, recebendo como parametros os regis-
tros originais, os metadados com os nomes e tipos de cada variavel e o numero dos
registros sintéticos desejados (PATKI; WEDGE; VEERAMACHANENI, 2016).

Com os cindo dias de dados obtidos foram gerados mais trezentos e sessenta.
Para confirmar a validade estatistica foram criadas duas matrizes de covariancia com
0s dados originais e com o total de dados usados. A Figura 24 mostra as matrizes de
covariancia compostas pelas variaveis do indice de bem-estar e satisfacao e pelo proé-
prio indice, (A) antes da geracao dos dados sintéticos e (B) ap6s a geracao dos dados.
Cada elemento da matriz apresenta o coeficiente de determinacgao, que indica maior
covariancia entre as variaveis de valor mais alto. Isto significa que essas variaveis ten-
dem a variar juntas. As variaveis pos_per e neg _per representam, respectivamente,
os percentuais de afetos positivos e negativos. A variavel wbsi representa o valor
calculado do indice de bem-estar e satisfagdo. As outras variaveis representam os de-

WBSI = + \/ S EDA +log BVP (5.2)
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mais componentes do indice: picos de EDA (eda_peaks), maxima amplitude de EDA
(max_amp), meédia da amplitude de EDA (mean_amp), desvio padrédo da amplitude
de EDA (std_amp), média do tempo de subida dos picos de EDA (mean_ris), desvio
padrao dos picos de subida de EDA (std_ris) e picos de BVP (bvp_peaks).

Figura 24 — Matrizes de covariancia com as variaveis do indice de bem-estar e satisfacao.
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Fonte: Elaborado pelo autor.

A comparacgao das matrizes usando como método estatistico a Distancia de Maha-
lanobis indicou o valor de 0,245. Como as matrizes utilizaram o coeficiente de deter-
minacao, que varia entre 0 e 1, este valor pode ser interpretado como baixo, indicando
similaridade entre as matrizes (LEYS et al., 2018).

Partindo do principio que afetos positivos podem estar relacionados ao bem-estar
subjetivo e atenuacéao do estresse (VAN STEENBERGEN et al., 2021) e levando em
consideracao que sinais vitais como EDA (POSADA-QUINTERO; CHON, 2020; WIC-
KRAMASURIYA; Ql; FAGHIH, 2018) e BVP (MEDEIROS et al., 2022; BELLANTE
et al., 2021) também possuem relagdo com estresse, é proposta a utilizagao dos sinais
vitais para predizer os niveis dos estados afetivos positivos e negativos.

Para isso, os niveis dos estados afetivos diarios foram combinados numericamente
de modo a servir como rétulo para os algoritmos. Ou seja, se um determinado volun-
tario apresentou 80% de pontuacédo nos afetos positivos e 20% nos afetos negativos,
seus afetos positivos foram considerados altos (valor 3) e seus afetos negativos fo-
ram considerados médios (valor 2). Logo, o rétulo para os afetos desse voluntario é
definido como 32, que representa a concatenacéo de 3 e 2.

Os dados dos sinais vitais e niveis de afetos foram organizados em formato de
vetores de atributos (365), com 67% (244) dos vetores utilizados para treinamento
e 33% (121) reservados para os testes. Como a grande maioria dos dados foi ge-
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rada sinteticamente, a prépria parcela dos dados de teste foi utilizada para validacao.
Foram utilizados novamente os algoritmos RF e MLP (Bagging) com as mesmas con-
figuracdes de inicializacao de seed (42, 123, 789) e de arvores de decisdo para RF e
neurénios da camada oculta para MLP (10, 25, 50).

A Figura 25 mostra os resultados da comparagéo em formato de dezoito boxplots,
sendo nove para cada algoritmo com variagdes de inicializacdo e configuracdo. As
medianas de RF ficaram entre 71,4% e 77,1%, e as de MLP ficaram entre 2,1% e
54,2%. O algoritmo RF apresentou acuracia de 74% nos dados de teste e o algoritmo
MLP obteve 47%. A melhor configuragao de parametros de RF foi com 25 arvores de
decisao e inicializacao com seed 42. O algoritmo MLP teve sua melhor configuracao
com 50 neurdnios na camada oculta e inicializagdo com seed 123. Os algoritmos
foram executados com validacao cruzada de 10 grupos.

Figura 25 — Resultados da comparacgéo entre os modelos RF e MLP para o servigo Well-Being.
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Fonte: Elaborado pelo autor.

Com a melhor acuracia, o algoritmo RF foi escolhido para uso no protétipo evolutivo
que estima o bem-estar subjetivo por meio de sinais vitais, usando dados dos afetos
positivos e negativos armazenados em formato de histéricos de contextos. O indice
proposto agrega os dados dos afetos com os sinais vitais.

5.3.3 Prototipo Ulisses
O protétipo evolutivo ULISSES (User Locator for Indoor aSSESs) é um médulo

do Odisseu e foi desenvolvido com a linguagem Python e a biblioteca PyQt (WILL-
MAN, 2020) como frontend, também utilizando as bibliotecas Matplotlib e Seaborn
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para geracao de gréaficos (BISONG; BISONG, 2019). O aplicativo integra os servicos
inteligentes Indoor Location e Well-Being (WBSI) em uma tela de consulta que mostra
o posicionamento de um funcionario no interior da fabrica, seus sinais vitais e o valor
do indice de bem-estar e satisfacdo. A consulta é feita por meio do nome do funci-
ondrio, aqui representado por um codinome para preservar a identidade e manter a
privacidade, e um horario ocorrido durante o expediente de trabalho.

A Figura 26 mostra a tela do prot6tipo com o nome do funcionario indicado pelo
campo User e o horario indicado pelo campo Time, no canto superior esquerdo.
Abaixo desses dois campos encontra-se o botdo Find usado para executar a consulta.
A localizacao do funcionario € mostrada pelo campo SPOT, que indica a proximidade
do ponto de interesse, e visualmente em uma planta baixa no lado direito da tela. Os
campos HRV, EDA, BVP e TEMP séao referentes aos sinais vitais do funcionario e
correspondem respectivamente a frequéncia cardiaca meédia, atividade eletrodérmica,
pulso de volume sanguineo e temperatura da pele. O campo WBSI representa o in-
dice. O botao Clear limpa a tela e o botdo Close fecha o protétipo.

Figura 26 — Tela do prot6tipo evolutivo Ulisses.
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Fonte: Elaborado pelo autor.

A Figura 27 mostra a sentenca SQL que consulta os histéricos de contextos (his-
tory, na linha 6) e retorna o ponto de interesse (idspot, na linha 1) e os valores de RSSI
de cada um dos beacons fixos (pi_150, pi_151, pi_152 e pi_153, respectivamente nas
linhas 2, 3, 4 e 5) em um determinado momento do tempo (timestamp, nas linhas 1 e
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7). A sentenca condiciona o agrupamento de quatro momentos do tempo com valores
idénticos para garantir a precisédo do servigo de localizagéo (linhas 8 e 9).

Figura 27 — Sentenca SQL usada no protétipo.

select timestamp, idspot,

( select value from history where timestamp
( select value from history where timestamp
( select value from history where timestamp

h.timestamp and idspot = h.idspot and idsensor = 150 ) pi_150,
h.timestamp and idspot = h.idspot and idsensor = 151 ) pi_151,
h.timestamp and idspot = h.idspot and idsensor = 152 ) pi_152,
h.timestamp and idspot = h.idspot and idsensor = 153 ) pi_153

( select value from history where timestamp
from history h

where timestamp = ?

group by timestamp, idspot

having count( *x ) = 4;

Fonte: Elaborado pelo autor.

A Figura 28 mostra a sentenca SPARQL que consulta os histéricos de contextos
da ontologia (:History, na linha 5) e retorna a frequéncia cardiaca média (?hrv, nas
linhas 2 e 8), a atividade eletrodérmica (?eda, nas linhas 2 e 9), o pulso de volume
sanguineo (?bvp, nas linhas 2 e 10) e a temperatura da pele (?temp, nas linhas 2 e
11) do usuario em um determinado momento do tempo (7ut, nas linhas 2 e 12).

Figura 28 — Sentenca SPARQL usada no prototipo.

prefix : <http://odisseia.owl#>

select ?class ?individual ?ut ?hrv ?eda ?bvp ?temp
where {

?class rdf:type owl:Class .

filter( ?class = :History ) .

?individual rdf:type ?class .

?individual :hasUnixTimestamp ?ut .
?individual :hasHRV ?hrv .

?individual :hasEDA ?eda .
?individual :hasBVP ?bvp .
?individual :hasTEMP ?temp .
filter( 2ut =77 ) . }

Fonte: Elaborado pelo autor.

O valor do indice de bem-estar e satisfacado € mostrado no campo WBSI e calcu-
lado a partir da equacéao proposta. No exemplo, o valor 2,72299 é obtido por meio dos
percentuais de afetos positivos e negativos aplicados na formula com as varia¢des dos
dados de sinais vitais. A ideia € que quanto maior o percentual de afetos positivos e
menor o percentual de afetos negativos, o valor do indice aumente indicando boa qua-
lidade do bem-estar subjetivo no dia em que os dados foram coletados (Equagéo 5.3).

(0,8 —0,2)

5 +\7/(478 + 0,558 + 0,062 + 0,058 + 0, 782 + 0, 512) + log 30381 = 2, 72299 (5.3)

Além do frontend, o modulo Ulisses também contempla os scripts SQL de importa-
cao dos arquivos CSV e de pré-processamento dos dados. No conceito de prototipa-
gem evolutiva, os mddulos sdo desenvolvidos e testados por demanda até entrarem
em producédo (PRESSMAN, 2005).
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6 CONCLUSOES

Esta tese apresentou um modelo computacional que suporta servigos inteligentes
na Industria 4.0 com base em histéricos de contextos, usando como estudo de caso
para validacdo do modelo a empresa HT Micron Semicondutores S.A., onde ocorreu
o trabalho de campo com a coleta de dados para realizagao dos experimentos.

Para validar o modelo foram utilizados dois servicos inteligentes. Um deles € o ser-
vico de localizagao de pessoas em ambientes internos (/ndoor Location), que usa da-
dos de beacons fixos e méveis para indicar o posicionamento de um individuo. O outro
€ 0 servico voltado para o bem-estar (Well-Being), que tem como objetivo apresentar
um indice de bem-estar e satisfacdo baseado em estimativas do nivel de bem-estar
subjetivo dos funciondrios, associadas a questionarios de autorrelato. As medidas
do nivel de bem-estar foram estimadas por meio de sinais vitais dos funcionarios da
industria, como o pulso de volume sanguineo e a atividade eletrodérmica.

A revisao sistematica realizada contribuiu para a identificacdo de métodos e fer-
ramentas de ciéncia de dados utilizadas no meio industrial, ajudando na escolha das
técnicas mais adequadas para implementagcao dos servigos inteligentes com base em
historicos de contextos. Além disso, a taxonomia proposta ajudou na criagéo da onto-
logia implementada como parte do modelo computacional.

6.1 Contribuicoes

A partir das evidéncias positivas geradas em relacdo a resposta da questao de
pesquisa, sao descritas a seguir as principais contribuicbes desta tese para a area da
computacédo aplicada com foco no ambiente industrial:

* Modelo computacional Odisseu: o modelo proposto possibilita 0 acompanha-
mento dos dados desde a entrada, seja por meio de sensores ou de autorrelato,
até a saida em formato de servigos inteligentes;

» Ontologia para gerenciamento do modelo: a ontologia representa o dominio
de conhecimento e atua como elo do modelo com os servigos inteligentes, além
de funcionar também como repositério de dados organizados em formato de
historicos de contextos;

+ Servico inteligente para localizacao de funcionarios: o servigo de localizagao
de funcionarios no interior da fabrica se mostrou eficaz nos testes e na validacao
realizados em ambiente de producédo, com potencial de utilizagcao tanto consul-
tando dados histéricos como em tempo real;

» Servico inteligente para estimativa do bem-estar: o servico para estimativa
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do bem-estar funciona em conjunto com a proposta do indice de bem-estar e
satisfacdo, possibilitando um melhor acompanhamento do bem-estar subjetivo
dos funcionarios.

Limitacoes

O reconhecimento do bem-estar subjetivo representa um grande desafio para o

modelo. Além disso, a utilizacdo de sinais de radio para localizagao interna também
apresenta questdes referentes a precisao. Dessa forma, algumas escolhas podem
representar limitacdes e sdo passiveis de discussao, tais como:

6.3

A quantidade limitada de dados fisiol6gicos coletados durante o experimento
pode afetar diretamente tanto na identificacdo dos afetos como nos valores do
indice proposto, apesar da utilizacao de dados sintéticos;

O tipo de ferramenta de autorrelato com frequéncia diaria é capaz de identificar o
estado geral do funcionario, porém é incapaz de indicar um momento especifico
do dia em que possa ter ocorrido uma alteracao nos afetos positivos e negativos;

Os algoritmos utilizados no servigo de bem-estar e a variacdo dos parametros de
configuragdo, como o numero de arvores de decisdo de RF ou a quantidade de
neurdnios da camada oculta de MLP, podem melhorar a acuracia da estimativa;

Situagbes ocorridas durante o expediente de trabalho podem afetar os sinais
vitais, como o ato de subir uma escada ou carregar um equipamento pesado;

A distancia entre os pontos de interesse e 0 numero de pontos escolhidos para
localizagao interna em relacao ao tamanho da sala utilizada podem afetar a pre-
cisdo do servico de localizacao;

Campos eletromagnéticos gerados por alguns tipos de maquinas da linha de
producdo podem gerar interferéncia no sinal RSSI, ocasionando perda ou atenu-
acao do sinal, dependendo da intensidade do campo.

Trabalhos Futuros

A partir da avaliagdo do Odisseu e com base nos resultados obtidos, novas opor-

tunidades para trabalhos futuros podem ser exploradas:

» Usar a ontologia como base de dados Unica, concentrando todos os dados em

um mesmo repositério de modo a explorar todo o potencial da linguagem OWL;
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Implementar o reconhecimento de contextos especificos usando como base a
frequéncia dos histéricos obtidos, com o objetivo de identificar ciclos de dados
gue possam ser utilizados na predicdo do bem-estar;

Variar os tipos de sinais vitais e de ferramentas de autorrelato com o objetivo
de melhorar a estimativa do nivel de bem-estar e identificar com maior precisao,
também, situacdes de ansiedade e estresse;

Desenvolver um aplicativo de gerenciamento de funcionarios em tempo real, uti-
lizando os algoritmos j& treinados e implementados tanto no servico de localiza-
cao interna quanto no servico de bem-estar;

Incluir no modelo um servico inteligente voltado para identificagdo do trabalho
em equipe utilizando o servico de localizacao interna;

Incluir no modelo um servico inteligente voltado para o aprendizado colabora-
tivo utilizando o servigo de identificagdo do trabalho em equipe e o bem-estar
subjetivo dos funcionarios envolvidos;

Implementar tolerancia a falhas no servico de localizacao interna, treinando os
algoritmos com cada um dos beacons fixos desligados, de modo a prevenir erros
na localizagéo de funcionarios em caso de pane em algum dos beacons fixos.

Publicacoes

Dois artigos foram publicados como parte desta tese. A revisao sistematica sobre

métodos e ferramentas de ciéncia de dados, que é parte do Capitulo 3, foi publicada
na revista Sensors (ARRUDA et al., 2023a). Parte da ontologia apresentada no Ca-
pitulo 4, baseada em contextos e orientada ao bem-estar emocional, foi publicada na
Revista Brasileira de Computacao Aplicada (ARRUDA et al., 2023b).

Ademais, a coautoria em um mapeamento sistematico sobre Internet das Coisas

e Bem-estar Ocupacional na Industria 4.0, ajudou na elaboragdo e desenvolvimento
da revisao sistematica supracitada, além de contribuir com o melhor entendimento de
conceitos sobre o bem-estar no ambiente de trabalho. O mapeamento sistematico foi
publicado na revista Computers & Industrial Engineering (BAVARESCO et al., 2021).
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2 Onusetal. (2021) A Case Study on Challenges of Applying Machine Learning for Predictive Drill Bit Sharpness Estimation Workshop
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8 Dingetal. (2013) A Data Analytic Engine Towards Self-Management of Cyber-Physical Systems Workshop
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20  Cordoni et al. (2022) A multi-modal unsupervised fault detection system based on power signals and thermal imaging via deep AutoEncoder neural network Periédico
21 Shenfield e Howarth (2020) A novel deep learning model for the detection and identification of rolling element-bearing faults Periédico
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41 Luo, Liu e Qi (2019) Big data analytics — enabled cyber-physical system: model and applications Periédico
42  Maetal. (2020) Big data driven predictive production planning for energy-intensive manufacturing industries Periédico
43  Rousopoulou et al. (2022) Cognitive analytics platform with Al solutions for anomaly detection Periédico
44 Hoppenstedt et al. (2019) CONSENSORS: A Neural Network Framework for Sensor Data Analysis Workshop
45  Chen, Lee e Chiu (2018) Construct an Intelligent Yield Alert and Diagnostic Analysis System via Data Analysis: Empirical Study of a Semiconductor Foundry Conferéncia
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53  Bibaud-Alves, Thomas e El Haouzi (2019) Demand forecasting using artificial neuronal networks and time series: Application to a French furniture manufacturer case study Conferéncia
54  Wang et al. (2022a) Design of PM2.5 monitoring and forecasting system for opencast coal mine road based on internet of things and ARIMA Mode Periédico
55  Majdani, Petrovski e Doolan (2016) Designing a Context-Aware Cyber Physical System for Smart Conditional Monitoring of Platform Equipment Conferéncia
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59  Eze, Halse e Ajmal (2021) Developing a Novel Water Quality Prediction Model for a South African Aquaculture Farm Periédico
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61 Huang, Zanni-Merk e Crémilleux (2019) Enhancing deep learning with semantics: An application to manufacturing time series analysis Conferéncia
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62  Naskos et al. (2020) Event-Based Predictive Maintenance on Top of Sensor Data in a Real Industry 4.0 Case Study Conferéncia
63  Kurpanik et al. (2018) EYE: Big data system supporting preventive and predictive maintenance of robotic production lines Periédico
64  Jang e Cho (2021) Feature Space Transformation for Fault Diagnosis of Rotating Machinery under Different Working Conditions Periédico
65 Limaetal. (2021) HealthMon: An approach for monitoring machines degradation using time-series decomposition, clustering, and metaheuristics Periédico
66  Zurita et al. (2016) Industrial process monitoring by means of recurrent neural networks and Self Organizing Maps Conferéncia
67  Mohsen, Elkaseer e Scholz (2021) Industry 4.0-Oriented Deep Learning Models for Human Activity Recognition Periédico
68  Mosavi et al. (2022) Intelligent energy management using data mining techniques at Bosch Car Multimedia Portugal facilities Periédico
69  Zvirblis et al. (2022) Investigation of deep learning models on identification of minimum signal length for precise classification of conveyor rubber belt loads Periédico
70  Ghosh e Banerjee (2019) loT-based seismic hazard detection in coal mines using grey systems theory Conferéncia
71 Yasaei, Hernandez e Faruque (2020) loT-CAD: context-aware adaptive anomaly detection in loT systems through sensor association Conferéncia
72 Apiletti et al. (2018) iSTEP, an Integrated Self-Tuning Engine for Predictive Maintenance in Industry 4.0 Conferéncia
73  Kancharla et al. (2022) Latent Dimensions of Auto-Encoder as Robust Features for Inter-Conditional Bearing Fault Diagnosis Periédico
74 Orru et al. (2020) Machine learning approach using MLP and SVM algorithms for the fault prediction of a centrifugal pump in the oil and gas industry Periédico
75 Minetal. (2019) Machine Learning based Digital Twin Framework for Production Optimization in Petrochemical Industry Periédico
76  Kovécs e K6 (2019) Machine Learning Based Monitoring of the Pneumatic Actuators’ Behavior Through Signal Processing Using Real-World Data Set Conferéncia
77  Lepenioti et al. (2020) Machine Learning for Predictive and Prescriptive Analytics of Operational Data in Smart Manufacturing Workshop
78  Kovacs e Ko (2020) Monitoring Pneumatic Actuators’ Behavior Using Real-World Data Set Periédico
79  Canizo et al. (2019) Multi-head CNN-RNN for multi-time series anomaly detection: An industrial case study Periédico
80  Hsu e Liu (2021) Multiple time-series convolutional neural network for fault detection and diagnosis and empirical study in semiconductor manufacturing Periédico
81 Khodabakhsh et al. (2018) Multivariate Sensor Data Analysis for Oil Refineries and Multi-mode Identification of System Behavior in Real-time Periédico
82  Song e Baek (2020) New anomaly detection in semiconductor manufacturing process using oversampling method Conferéncia
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83  Ooaietal (2019) Operation status tracking for legacy manufacturing systems via vibration analysis Conferéncia
84  Syafrudin et al. (2018) Performance analysis of loT-based sensor, big data processing, and machine learning model for real-time monitoring system in automotive manufacturing Periédico
85  Sun et al. (2020) PlanningVis: A Visual Analytics Approach to Production Planning in Smart Factories Periédico
86  Kim, Kim e Ahn (2021) Predicting workers’ inattentiveness to struck-by hazards by monitoring biosignals during a construction task: A virtual reality experiment Periédico
87  Wahid, Breslin e Intizar (2022) Prediction of Machine Failure in Industry 4.0: A Hybrid CNN-LSTM Framework Periédico
88  Sonthited, Koolpiruk e Songkasiri (2019) Prediction of production performance for tapioca industry using LSTM neural network Conferéncia
89  Ayvaz e Alpay (2021) Predictive maintenance system for production lines in manufacturing: A machine learning approach using loT data in real-time Periédico
90  Quatrini et al. (2020) Predictive model for the degradation state of a hydraulic system with dimensionality reduction Conferéncia
91 Brzychczy e Trzcionkowska (2019) Process-Oriented Approach for Analysis of Sensor Data from Longwall Monitoring System Conferéncia
92  Zhou et al. (2021b) SemML: Facilitating development of ML models for condition monitoring with semantics Periodico
93  Baquerizo et al. (2022) Siamese Neural Networks for Damage Detection and Diagnosis of Jacket-Type Offshore Wind Turbine Platforms Periédico
94  Becher et al. (2022) Situated Visual Analysis and Live Monitoring for Manufacturing Periédico
95  Sundaram e Zeid (2021) Smart Prognostics and Health Management (SPHM) in Smart Manufacturing: An Interoperable Framework Periédico
96 Zhanetal. (2022) Stgat-Mad : Spatial-Temporal Graph Attention Network For Multivariate Time Series Anomaly Detection Conferéncia
97  Shrivastava et al. (2019) ThunderML: A Toolkit for Enabling AlI/ML Models on Cloud for Industry 4.0 Conferéncia
98  Chen et al. (2020) Time Series Data for Equipment Reliability Analysis with Deep Learning Periédico
99  Jiang, Lee e Zeng (2020) Time series multiple channel convolutional neural network with attention-based long short-term memory for predicting bearing remaining useful life Periédico
100  Rehse, Mehdiyev e Fettke (2019) Towards Explainable Process Predictions for Industry 4.0 in the DFKI-Smart-Lego-Factory Periédico
101 Zhou et al. (2021a) Towards Ontology Reshaping for KG Generation with User-in-the-Loop: Applied to Bosch Welding Conferéncia
102  GraB, Beecks e Soto (2019) Unsupervised Anomaly Detection in Production Lines Conferéncia
103  Stahl et al. (2019) Using recurrent neural networks with attention for detecting problematic slab shapes in steel rolling Periédico
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APENDICE B - METODOS

Tabela 20: Métodos

Método Nome
1D-CNN-LSTM One-dimensional convolutional neural network long short-term memory
1NN-DTW One-nearest-neighbor with dynamic time warping

2-DConvLSTMAE

AAE

AB

AE

AE-GRU

AEWGAN

AFDC-CNN

AGRU

AHC

ALSTM

AML

ANFIS

ANN

AnoGAN

ANOVA

AOD

AR

ARIMA

ARMA

BDA

BGM

BGRU

BINN

BLSTM

BNN

BPNN

BR

BRNN

CART

CDSAE-AD

CDT

CMD

Deep convolutional LSTM stacked autoencoder for univariate, multistep machine speed forecasting
Attentional autoencoder

AdaBoost

Autoencoder

Autoencoder gated recurrent unit

Autoencoder Wasserstein generative adversarial networks
Attention fault detection and classification convolutional neural network
Attention-based gated recurrent unit

Agglomerative hierarchical clustering

Attention-based long short-term memory

AutoML

Adaptive neuro-fuzzy inference system

Artificial neural network

Anomaly detection generative adversarial networks
Analysis of variance

Anomaly and outlier detector

Augmented reality

Autoregressive integrated moving average

Autoregressive moving average

Balanced distribution adaptation

Bayesian Gaussian mixture

Bidirectional gated recurrent unit

Bayesianly interpretable neural network

Bidirectional long short-term memory

Bayesian neural network

Back propagation neural network

Bayesian ridge/regularization

Bidirectional recurrent neural network

Classification and regression tree

Convolutional denoising sparse autoencoders anomaly detection
Complex decision tree

Central mean discrepancy




Tabela 20: (continuagdo da tabela Métodos)

Método Nome

CNN Convolutional neural network

CNN-LSTM Convolutional neural network—long short-term memory
CNN-MMD Convolutional neural network maximum mean discrepancy
CRISP-DM Cross-industry standard process for data mining
CSAE-AD Convolutional sparse autoencoders anomaly detection
CST Combinatorial search of two

CxDBNet Contextual dynamic Bayesian network

DADA Discriminative adversarial domain adaptation

DANN Domain-adversarial training of neural networks

DBN Deep belief network

DBNet Dynamic Bayesian network

DBSCAN Density-based spatial clustering of applications with noise
DCTLN Deep convolutional transfer learning network
DeepLSTM Deep long short-term memory

DES Double exponential smoothing method

DF Decision forest

DNN Deep neural network

DPCA Dynamic principal component analysis

DT Decision tree

DWT Discrete wavelet transformation

EEMD-DL-LSTM

EncDec-AD

FDC-CNN

FFNN

FFT

FFT-MLP

FFT-SVM

GA

GAF

GBDT

GBM

GBT

GDN

GEC

GFK

GHMM

GLM

Ensemble empirical mode decomposition and deep learning long short-term memory

Encoder—decoder anomaly detection

Fault detection and classification convolutional neural network
Feed-forward neural network

Fast Fourier transformation

Fast Fourier transform based multilayer perceptron
Fast Fourier transform based support vector machines
Genetic algorithm

Gramian angular field

Gradient boosting decision tree

Gradient boosting machine

Gradient-boosted tree

Graph deviation network

Gross error classification

Geodesic flow kernel

Gaussian hidden Markov models

Generalized linear model
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Método Nome

GMM Gaussian mixture models

GR Gaussian regression

GRU Gated recurrent unit

GST Grey systems theory

HCA Hierarchical clustering algorithm/analysis
HDBSCAN Hierarchical density-based spatial clustering of applications with noise
HMM Hidden Markov models

I-Forest Isolation forest

IDEAaS Interactive data exploration as-a-service

iForest Isolation forest

JDA Joint distribution adaptation

KM K-means

KNN K-nearest neighbors

KNNC K-nearest-neighbor classification

LDA Linear discriminant analysis

LGBM LightGBM

LMS logMelSpectrogram

LOF Local outlier factor

LR Logistic regression

LRM Linear regression model

LSTM Long short-term memory

LSTM-AD Long short-term memory anomaly detection
LSTM-NDT LSTM with nonparametric dynamic thresholding
LSTM-VAE Long short-term memory variational autoencoder
LSTMAE LSTM-Autoencoder

MAD Mean absolute deviation

MC-DCNN Multichannel deep convolutional neural networks
MCOD Streaming distance-based outlier detection algorithm
MCU Minimum covariance determinant

MDDAN Multiscale deep domain-adaptive network
MDIAN Multiscale deep intraclass adaptive network
MDP Markov decision process

Methontology Methontology

MLCAE Multilayer convolutional autoencoder
MLCAE-KNN Multilayer convolutional autoencoder K-nearest neighbors
MLP Multilayer perceptron

MORL Multiobjective reinforcement learning
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Tabela 20: (continuagdo da tabela Métodos)

Método Nome

MP Matrix profile

MTAD-GAT Multivariate time-series anomaly detection via graph attention network
MTS-CNN Multiple time-series convolution neural network

MV Majority voting

NB Naive Bayes

NHPP Nonhomogeneous Poisson process

NLT Neural linear transformation

NN Neural network

OCSVM One-class SVM

Ontology Ontology

OntoLSTM Ontology-based LSTM neural network

PCA Principal component analysis

PersistenceModel ~ Operates on the assumption that the predicted value remains unchanged from the previous time lag
Prophet Prophet

RBF Radial basis function

ResNet Residual neural networks

RF Random forest

RMS Root mean square

RNN Recurrent neural network

RNN-WDCNN Recurrent neural network with a wide first kernel and deep convolutional neural network
RSNet Residual-squeeze net

SAX-VSM Symbolic aggregate approximation and vector space model

SBA Syntetos—Boylan Approximation

SDM Seismic detection method

SF Shapelet forests

SGB Stochastic gradient boosting

SMOTE Synthetic minority oversampling technique

SN SeriesNet

SNN Siamese neural networks

SOM Self-organizing maps

SPIRIT Streaming pattern discovery on multiple time series

SRDCNN Stacked residual dilated convolutional neural network

SSA-BLSTM Singular spectrum analysis bidirectional long short-term memory
STFT Short-term Fourier transform

STGAT-MAD Spatial-temporal graph attention network for multivariate time series anomaly detection
SVC Support vector classification

SVM Support vector machine




Tabela 20: (continuagdo da tabela Métodos)

Método Nome

SVR Support vector regression

t-SNE t-Distributed stochastic neighbor embedding

TCA Transfer component analysis

TCN Temporal convolutional network

Tikhonov Tikhonov

TNN Transformer neural network

TSMC-CNN Time-series multiple-channel convolutional neural network
TSO Tournament search optimization

UKF Unscented Kalman filter

USAD Unsupervised anomaly detection for multivariate time series
VA Visual analytics

VGG Visual geometry group

vVas Visual query system

VR Virtual reality

Ward Wards method

WDCNN Wide-first kernel and deep convolutional neural network
Weibull Weibull Model

WGAN Wasserstein generative adversarial networks

WN WaveNet

WPD Wavelet packet decomposition

WSM Weighted sum model

XGB XGBoost

Z0 Zero order
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APENDICE C - FERRAMENTAS

Tabela 21: Ferramentas

Ferramenta Nome

AngularJS AngularJS

AnoML-loT AnoML-loT

AquaONT AquaONT

ARHoloLens AR HoloLens

AZAP Software suite

Azure Database

AzureML Azure Machine Learning Studio
BURLAP Brown-UMBC Reinforcement Learning and Planning library
C# Programming language

C++ Programming language
Cassandra Database

ChartJS ChartdS

Colab Google Colaboratory Platform
CouchDB Amazon CouchDB

D3JS D3JS

Direct3D Direct3D

Docker Docker

doParallel R library for parallel execution

Elasticsearch
ERP
ExtruOnt
EYE
fastcluster
Flask
Flatform
foreach
freqdom
Fuseki
GADPL
GAI
GPyOpt
Hadoop
HealthMon

Hermit

Distributed RESTful search engine built for the cloud
Enterprise resource planning system

ExtruOnt

Data storage and analysis system

R library for clustering

Flask

Big data platform

R library for parallel execution

R package freqdom

Apache Jena Fuseki (SPARQL server)

generic anomaly detection for production lines
Google Al Platform

Python open-source library for Bayesian Optimization
Framework for processing of large data sets
HealthMon

Hermit
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Tabela 21: (continuagdo da tabela Ferramentas)

Ferramenta Nome

Imblearn Python imbalanced-learn API

InfluxDB Database

iISTEP Integrated self-tuning engine for predictive maintenance
JavaScript Programming language

Jupyter Open-source web application for Python language to create and share documents
Kafka Streaming platform

KafkaStreams  Kafka Streams

Keras Neural Network library for Python

Kibana Browser-based analytics and search dashboard for Elasticsearch
Knime Data analytics, reporting, and integration platform

kohonen R package Kohonen self-organizing maps (KSOM)

MATLAB Programming platform

MES Manufacturing execution systems

MLlib Machine learning library

MongoDB Database

MSSQL Microsoft SQL

MUVTIME Desktop application designed to assist in the process of multivariate time series data visual analysis
MySQL MySQL

Neo4j NoSQL graph database

NiFi System to process and distribute data

NodeJS NodeJS

OpenCV Open-Source Computer Vision Library

OWL OWL

Pallet Pallet

Pandas Pandas

Parquet Machine-readable columnar storage format available in the Spark+Hadoop ecosystem
PlanningVis Visual analytics system

Protege Protégé

PyOD Python toolbox

Python Programming language

PyTorch PyTorch

PyWavelets PyWavelets

QlikSense QlikSense

QlikView QlikView

R Programming language

RAMI4.0 Reference architecture model

RDFox

RDFox
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Tabela 21: (continuagdo da tabela Ferramentas)

Ferramenta Nome

RPropMLP Knime Node

rpud R library for the dissimilarity matrix calculation
Ruptures Python library for offline change point detection
SCADA Supervisory control and data acquisition
SemML SemML

SKLEARN Scikit-learn: Machine Learning in Python
Spark Unified analytics engine

SPARQL SPARQL

SPHM Smart prognostics and health management
SQL Query language for relational databases
SSDT SQL Server Data Tools

SSIS SQL Server Integration Services

Stardog Stardog

Storm Real-time computation system

SWRL Semantic Web Rule Language

t-SNE T-distributed stochastic neighbor embedding
Tensorflow Machine learning platform

Theano Python library for mathematical expressions
ThunderML Machine learning toolkit

UPTIME Unified predictive maintenance platform
Virtuoso Virtuoso

Weka Graphical user interface for machine learning
XGBoost R package XGBoost

Zeppelin

Web-based notebook that enables data-driven, interactive data analytics and collaborative documents
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APENDICE D - SEGMENTOS INDUSTRIAIS

Tabela 22: Segmentos Industriais

Nome

20

21

22

Agriculture; plantations;other rural sectors
Basic Metal Production

Chemical industries

Commerce

Construction

Education

Financial services; professional services
Food; drink; tobacco

Forestry; wood; pulp and paper

Health services

Hotels; tourism; catering

Mining (coal; other mining)

Mechanical and electrical engineering
Media; culture; graphical

Oil and gas production; oil refining

Postal and telecommunications services
Public service

Shipping; ports; fisheries; inland waterways
Textiles; clothing; leather; footwear
Transport (including civil aviation; railways; road transport)
Transport equipment manufacturing

Utilities (water; gas; electricity)
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APENDICE E — TERMO DE CONSENTIMENTO LIVRE E ESCLARECIDO (TCLE)

Vocé esta sendo convidado(a) a participar, como voluntario(a), no projeto de pesquisa intitulado "ODISSEU: Um
Modelo para Servigos Inteligentes na Industria 4.0 baseado em Analise de Histéricos de Contextos". O pesquisador
responsavel pelo projeto é o doutorando Helder Moreira Arruda, do Programa de Pés-Graduagdo em Computacéo
Aplicada (PPGCA) da Universidade do Vale do Rio dos Sinos (UNISINOS), orientado pelo Prof. Dr. Jorge Luis
Victéria Barbosa e coorientado pelo Prof. Dr. Rafael Kunst. O modelo ODISSEU tem como objetivos especificos
indicar a localizagao de pessoas em uma industria e medir o bem-estar subjetivo dessas pessoas.

A sua participagao nesta pesquisa consistira em ter sua localizagdo rastreada dentro das instalagdes da HT
Micron Semicondutores, seus sinais vitais coletados e responder a questionarios de autorrelato referentes ao seu
bem-estar subjetivo. Os dados coletados serao utilizados apenas para fins de pesquisa, de forma anénima. Esses
dados serdao guardados pelo pesquisador responsavel em local seguro e por um periodo de 5 anos. Cabe aqui
salientar que a sua identidade sera preservada, pois ndo serdo divulgados nomes, informag¢des ou imagens que
possam identifica-lo(a).

Vocé receberd, via e-mail, os resultados da pesquisa, tdo logo forem obtidos ou publicados em periédicos ou
eventos cientificos.

Os riscos pela participagédo na pesquisa séo apenas o desconforto de usar o beacon mdvel, a pulseira E4 e o
tempo disposto para responder o formulario de autorrelato. Os pesquisadores fardo o possivel para minimizar esses
inconvenientes, mas vocé pode sempre optar, a qualquer momento, a retirar seu consentimento se perceber um
desconforto maior. Sua participagédo nao lhe trara nenhum beneficio pessoal direto, além da colaboragéo para que
sejam desenvolvidos novos conhecimentos cientificos acerca do bem-estar no ambiente de trabalho.

Apos ser esclarecido(a) sobre as informagdes acima, no caso de aceitar fazer parte desta pesquisa, por favor
assinale o campo abaixo "Declaro que entendi os objetivos, riscos e beneficios da minha participagéo na pesquisa
e concordo em participar". Caso néo deseje participar da pesquisa, assinale a opg¢ao "Nao desejo participar dessa
pesquisa". Preencha também seu nome completo e seu enderego de e-mail.

A qualquer momento, vocé pode retirar o consentimento. Sua recusa nao trar4 nenhum prejuizo na sua relagao
com o pesquisador, com a UNISINOS e com a HT Micron Semicondutores.

Este termo de consentimento serd impresso em duas vias, sendo que uma sera arquivada pelo pesquisador
responsavel, e a outra sera fornecida ao participante.

Em caso de duvida, vocé pode procurar o pesquisador Helder Moreira Arruda, telefone, (51) 99212-1133 ou
pelo e-mail arruda.helder@gmail.com

() Declaro que entendi os objetivos, riscos e beneficios da minha participa¢éo na pesquisa e concordo em participar.
() Nao desejo participar dessa pesquisa.

Séo Leopoldo, de de 2023

Helder Moreira Arruda (responsavel)

Nome completo do(a) participante Assinatura

Endereco de e-mail do(a) participante
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APENDICE F - FORMULARIO DE APLICACAO DA ESCALA PANAS

Esta escala consiste de um numero de palavras que descrevem diferentes sentimentos e emogoes.
Leia cada item e depois selecione a resposta adequada. Indique até que ponto vocé tem se sentido

desta forma no dia de hoje.

Ativo

[ INemumpouco [ JUmpouco [ ]Moderadamente [ ]Bastante ] Extremamente
Alerta

[ 1Nem um pouco ]Umpouco [ ]Moderadamente [ ] Bastante ] Extremamente
Atento

[ 1Nem um pouco ]Umpouco [ ]Moderadamente [ ] Bastante ] Extremamente
Determinado

[ 1Nem um pouco ]Umpouco [ ]Moderadamente [ ] Bastante ] Extremamente
Entusiasmado

[ 1Nem um pouco ]Umpouco [ ]Moderadamente [ ] Bastante ] Extremamente
Empolgado

[ 1Nem um pouco ]Umpouco [ ]Moderadamente [ ]Bastante ] Extremamente
Inspirado

[ 1Nem um pouco ]Umpouco [ ]Moderadamente [ ] Bastante ] Extremamente
Interessado

[ 1Nem um pouco ]Umpouco [ ]Moderadamente [ ] Bastante ] Extremamente
Forte

[ 1Nem um pouco ]Umpouco [ ]Moderadamente [ ] Bastante ] Extremamente
Com medo

[ 1Nem um pouco ]Umpouco [ ]Moderadamente [ ] Bastante ] Extremamente
Envergonhado

[ 1Nem um pouco ]Umpouco [ ]Moderadamente [ ] Bastante ] Extremamente
Aflito

[ 1Nem um pouco ]Umpouco [ ]Moderadamente [ ] Bastante ] Extremamente
Culpado

[ 1Nem um pouco ]Umpouco [ ]Moderadamente [ ] Bastante ] Extremamente
Hostil

[ 1 Nem um pouco ]Umpouco [ ]Moderadamente [ ] Bastante ] Extremamente
Irritavel

[ 1 Nem um pouco ]Umpouco [ ]Moderadamente [ ] Bastante ] Extremamente
Inquieto

[ 1 Nem um pouco ]Umpouco [ ]Moderadamente [ ] Bastante ] Extremamente
Nervoso

[ 1 Nem um pouco ]Umpouco [ ]Moderadamente [ ] Bastante ] Extremamente
Apavorado

[ 1 Nem um pouco ]Umpouco [ ]Moderadamente [ ] Bastante ] Extremamente
Chateado

[ 1 Nem um pouco ]Umpouco [ ]Moderadamente [ ] Bastante ] Extremamente




